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Figure 1. Videos synthesized by image prompts. Our VideoBooth generates videos with the subjects specified in the i

Abstract

Text-driven video generation witnesses rapid progress.
However, merely using text prompts is not enough to depict
the desired subject appearance that accurately aligns with
users’ intents, especially for customized content creation.
In this paper, we study the task of video generation with im-
age prompts, which provide more accurate and direct con-
tent control beyond the text prompts. Specifically, we pro-
pose a feed-forward framework VideoBooth, with two ded-
icated designs: 1) We propose to embed image prompts in a
coarse-to-fine manner. Coarse visual embeddings from im-
age encoder provide high-level encodings of image prompts,
while fine visual embeddings from the proposed attention
injection module provide multi-scale and detailed encod-
ing of image prompts. These two complementary embed-
dings can faithfully capture the desired appearance.  2)
In the attention injection module at fine level, multi-scale

*This work was done when Shuai Yang was in S-Lab, NTU.

in masai

mara Elephant walk in the yellow grass of

savannah

i 0f i \ &

mage prompts.

PR

Bl

image prompts are fed into different cross-frame attention
layers as additional keys and values. This extra spatial in-
formation refines the details in the first frame and then it is
propagated to the remaining frames, which maintains tem-
poral consistency. Extensive experiments demonstrate that
VideoBooth achieves state-of-the-art performance in gener-
ating customized high-quality videos with subjects specified
in image prompts. Notably, VideoBooth is a generalizable
framework where a single model works for a wide range of
image prompts with only feed-forward passes.

1. Introduction

Text-to-image models [16, 17, 20, 26, 31, 37, 39, 43—
45, 62, 67-69, 73, 75] have attracted substantial attention.
With Stable Diffusion [69], we can now easily generate im-
ages using texts. Recently, the focus has been shifted to
text-to-video models [6, 18, 30, 38, 46, 48, 60, 76, 80, 84,

6689



85, 97] to generate videos by taking text descriptions as
inputs. However, in some user cases, texts alone are not
expressive enough to define the specific appearance of sub-
jects [21, 71]. For example, as shown in Fig. 2, if we want to
generate a video clip containing the dog as the third row, we
need to use several attributive adjuncts to define the appear-
ance of the dog in text prompts. Even with these extensive
attributive adjuncts, models still cannot generate the desired
appearance. Defining the appearance of the desired object
with texts alone has the following flaws: 1) It is hard to
enumerate all the desired attributes, and 2) The model can-
not capture all attributes accurately with a long text. Com-
pared to using texts, a more straightforward way to define
the appearance is to provide reference images, termed im-
age prompts. The image prompts are complementary to the
text prompts and enrich the details that are hard to be de-
picted by text prompts.

There are several attempts to introduce image prompts
into text-to-image models, which can be roughly divided
into two groups. One is to fine-tune parts of parameters us-
ing few-shot reference images [15, 21, 28, 51, 71], which
contain the same objects captured under different circum-
stances. However, the requirement for the number of refer-
ence images is demanding as sometimes it is not practical
to obtain multiple images of the same object. The other cat-
egory [11,42,52,83, 87, 88], aiming to address this limita-
tion, proposes to embed image prompts into text-to-image
models and the inference is tuning-free. Both of these two
types of attempts achieve plausible results in generating im-
ages containing objects specified in image prompts.

In this paper, we study a more challenging task, i.e.,
text-to-video generation with image prompts. The task has
two main challenges: 1) Similar to text-to-image genera-
tion, the attributes of image prompts should be accurately
captured and then reflected in the generated videos; 2) Dif-
ferent from text-to-image generation, we aim for the dy-
namic movement of the object rather than a static one. Di-
rectly adapting these methods to video domain results in
mismatched appearance or unnatural degraded movements.
To address these challenges, we proposed VideoBooth with
elaborately designed coarse-to-fine visual embedding com-
ponents: 1) Coarse visual embeddings via image encoder:
An image encoder is trained to inject the image prompts
into text embeddings; 2) Fine visual embeddings via at-
tention injection: The image prompts are mapped to multi-
scale latent representations to control the generation process
through cross-frame attentions of text-to-video models.

Specifically, inspired by early attempts [42, 83] in text-
to-image models with image prompts, we extract the CLIP
image features of the provided image prompts using the pre-
trained CLIP model [66]. Then the extracted features are
mapped into the text embedding space, which are inserted
to replace parts of the original text embeddings. The well-
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Figure 2. The Use of Image Prompts. We generate three video
clips using different types of prompts: simple text prompt, long
text prompt, and image prompt. We use the LLaVa model [55]
to generate a text prompt describing the appearance of the image
prompt. Using text prompts alone cannot fully capture the visual
characteristics of the image prompt.

trained encoder embeds the coarse appearance information
of the given image prompts. However, coarse visual embed-
ding is a universal embedding: 1) It only contains high-level
semantic information, and 2) It is shared across all blocks
with the same scale. As a result, some visual details are
missing in the coarse visual embeddings.

To further refine the generated details as well as maintain
temporal consistency, different from the highly compacted
coarse visual embeddings, multi-scale image prompts are
injected into cross-frame attention modules in different lay-
ers. The image prompts provide spatial information as well
as details with different granularities. On the one hand,
keeping spatial information of the image prompts can retain
more details. On the other hand, different cross-frame atten-
tion modules need detailed information at different scales.
Specifically, the latent representations of image prompts are
appended as additional keys and values to refine the details
in the first generated frame. To propagate the refined first
frame to the following frames to maintain temporal consis-
tency, we then use the updated values of the first frame as
values for the remaining frames.

We set up a dedicated VideoBooth dataset to support the
study of the new task. With each video, we provide an
image prompt and a text prompt. Extensive experiments
demonstrate the effectiveness of our proposed VideoBooth
to generate videos with subjects specified in image prompts.
As shown in Fig. 1, videos generated by VideoBooth better
keep the visual attributes of image prompts. Besides, our
proposed VideoBooth is tuning-free at inference time and
videos can be generated with feed-forward passes only. The
contributions are summarised as follows:

* To our knowledge, we are the first to explore the task of
video generation using image prompts without finetuning
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at inference time. We propose a dedicated dataset to sup-
port the task. Our proposed VideoBooth framework can
generate consistent videos containing the subjects speci-
fied in image prompts.

e We introduce a new coarse-to-fine visual embedding
strategy by image encoder and attention injection, which
better captures the characteristics of the image prompts.

* We propose a novel attention injection method, using the
multi-scale image prompts with spatial information to re-
fine the generated details.

2. Related Work

Text-to-Video Models take the text descriptions as inputs
and generate clips of videos. Early explorations [34, 80]
on text-to-video models are based on the idea of VQVAE.
Make-A-Video [76] proposes to add temporal attention to
the architecture of DALLE2 model [68]. Recently, the
emergence of diffusion models [32, 70] boosts research on
text-to-video models [1, 23, 30, 33, 60, 82, 97]. Video
LDM [6] proposes to train the text-to-video models on
Stable Diffusion with temporal attention and 3D convolu-
tion introduced to handle the temporal generation. Gen-
1 [18] introduces depth maps to handle the temporal consis-
tency of text-to-video models. Some methods [27, 95] re-
sort to training separate modules for synthesizing motions.
All of the methods initialize their models with pre-trained
text-to-image models. Another paradigm of using text-to-
image models is to directly apply Stable Diffusion [69] to
few-shot or zero-shot settings. Tune-A-Video [84] adapts
the self-attention into cross-frame attention and then fine-
tunes the stable diffusion model on a video clip. Mod-
els trained in this way have the capability to transfer mo-
tions from original videos. Text2Video-Zero [48] proposes
to generate videos by using correlated noise maps to im-
prove consistency. Apart from video generation, diffu-
sion models have been applied to video-to-video genera-
tions [8, 9, 19, 24, 36, 41, 54, 58, 64, 65, 74, 81, 89, 90, 94].
Customized Content Creation aims at generating images
and videos using reference images [15]. For customized
text-to-image generation, optimization-based methods [28,
35, 51, 53] are proposed to optimize the weights of the dif-
fusion model. For example, Textual Inversion [21] opti-
mizes the word embeddings, while DreamBooth [71] pro-
poses to finetune the weights of Stable Diffusion as well.
Optimization-based methods require several reference im-
ages with the same subject to avoid the overfitting of the
model, which is demanding in real-world applications. The
cost of finetuning hampers the practical usage of these
methods. To address these limitations, encoder-based meth-
ods [61, 88, 91, 98] are proposed to learn a mapping net-
work to embed the reference images. ELITE [83] pro-
poses to learn a global mapping network and local mapping
network to encode the images into word embeddings. Jia

et al. [42] propose to use an additional cross-attention to
embed the image features. With the trained encoder, the
personalized generation can be achieved in a feed-forward
pass. Some recent works [2, 11, 22, 25] combine the
encoder-based model and finetuning-based model to im-
prove the performance. BLIP-Diffusion [52] proposes to
pretrain a multimodal encoder in a large-scale dataset and
then finetune the model on the specific subject for infer-
ence. Customized image generation is also applied to place
the objects into the user-specified scenes [4, 13, 50, 77, 93].
Also, some efforts [12, 14, 40, 72,79, 86, 87, 92] have been
made to personalized face generation. He et al. [29] pro-
pose to improve the performance from the data perspective.
Some works [3, 47, 59] focus on composing multiple sub-
jects in one image. Apart from works on image generation,
there are some early attempts at personalized video manip-
ulation. Make-A-Protagonist [96] edits an existing video in
a personalized way using Stable Diffusion 2.1 to embed the
image prompts. The motion of the original video is learned
from Tune-A-Video [84]. VideoDreamer [10] proposes to
generate personalized videos by generating the first frames
using a finetuning-based method and then generating the
video clip using the Text2Video-Zero [48]. Different from
existing works, our proposed VideoBooth does not need to
finetune any weights at the inference time.

3. VideoBooth

Our proposed VideoBooth aims at generating videos from
an image prompt / and a text prompt 7'. The image prompt
specifies the appearance of the subject. An overview of
our proposed VideoBooth is illustrated in Fig. 3. The im-
age prompt is fed into VideoBooth in two levels. At the
coarse level, it is fed into a pretrained CLIP Image encoder
to extract visual features. An encoder, composed of sev-
eral MLP layers, is trained to map visual features into the
space of text embeddings. The obtained embedding f; will
be inserted into text embedding, which is extracted by feed-
ing text prompt 7" into CLIP text encoder. To further refine
the synthesized details, we propose to inject image prompt
I into the cross-frame attention module in the pretrained
video diffusion model. Specifically, we append latent rep-
resentation z, of image prompt  into the cross-frame atten-
tion. In this way, multi-scale visual details with spatial in-
formation are involved in the calculation of attention maps
so that visual characteristics can be better preserved. Two
ways of feeding image prompt corporate with each other in
a coarse-to-fine manner. The encoder provides coarse vi-
sual embeddings of the image prompt, while the attention
injection provides fine visual embeddings.

3.1. Preliminary: Pretrained Text-to-Video Model

Our proposed VideoBooth is developed based on the pre-
trained text-to-video model [30, 82, 84]. In this section, we

6691



CLIP Image

pe
i

Encoder

image prompt [
|

Xt t
=Yoo =3===13
1 \J’\Kimg 11 \‘\V]mg I'T:;
: Projection| | Projection :_;
1o K |y v 1£
1 projection ! ! o 18
[Projecion)y [ Projection), 5

Q
Projection|

learned embeddings f;

celebrates b’wtmdag with

gifts, balloons and soap bubbles stock footage video

Cross-Frame Attention

\
( —3 \|&|"
oy g | -\
& K & v 2 ! ‘ A Y
Projection| |Projection ] : |
=N > .‘
Q g : ,"‘ )(’ 7 ',\
Projection @ 1 4 w0 ck
\  Cross Attention / S | AN
/ X
__________________ . t—1

Blocks in U-Net
Figure 3. Overview of VideoBooth. VideoBooth generates videos by taking image prompts I and text prompts 7" as inputs. The image
prompt is fed into the CLIP image encoder, followed by MLP layers. The obtained coarse visual embedding f; is then inserted into the text
embeddings. The composed embeddings serve as the input for cross attention. The embedding extracted by the encoder provides a coarse
encoding of the visual appearance of the image prompt. To further refine the details in the generated videos, at the fine level, we append
the latent representation of the image prompt to the cross-frame attention as additional keys and values. Different cross-frame attention
layers receive latent representations with different scales. The multi-scale features with spatial details refine the synthesized details.

will briefly introduce the framework of text-to-video model.
Inflated 2D Conv. To handle video data and capture the
temporal correlation, 2D conv in the Stable Diffusion model
is inflated to 3D conv. In this way, the U-Net can encode 3D
features containing the temporal dimension.

Cross-Frame Attention Module. Stable Diffusion has
a self-attention module, where the features are enhanced
by attending to themselves. To improve temporal consis-
tency, the self-attention is modified into cross-frame atten-
tion. Specifically, the feature of each frame is enhanced by
attending and referencing to the first frame and the previ-
ous frame. The cross-frame attention operates on both the
spatial domain and temporal domain, thus the temporal con-
sistency of the synthesized frames is improved.

Temporal Attention Module. Apart from cross-frame at-
tention, a temporal attention module is introduced to further
improve temporal consistency. Temporal attention operates
on temporal domain and attends to all frames.

3.2. Coarse Visual Embeddings via Image Encoder

Given an image prompt I and text prompt 7', the generated
video is supposed to be consistent with visual elements and
textual elements. Inspired by previous attempts at image-
based customization methods [42, 83], we propose to en-
code visual information of image prompts by an image en-
coder. The image prompt and text prompt complement each
other. The image prompt provides visual characteristics of
the desired subject in the video, and the text prompt pro-
vides other orthogonal information. The extracted visual
embeddings are combined with text embeddings as the final

embeddings for the cross-attention module. Specifically,
the CLIP image encoder is employed to extract the visual
features fy, of image prompt I. Since the discrepancy exists
between the CLIP image and text embeddings, fy is then
fed into MLP layers F'(-) to map fy to the spaces of text
embeddings. The final embedding f; for the image prompt
is obtained as follows:

fv = CLIP((I), fr = F(fv). )

As for the text prompt 7', we feed it into the CLIP text en-
coder to extract the text embedding fr:

fr =2 foeos FE, ], 2)

where f is the k-th word embedding in the text prompt.

To make the diffusion model generate videos condition-
ing on both text prompts and image prompts, we need to
integrate these two embeddings, i.e., fr and fr. The idea is
to replace the word embedding of the target subject with f7.
Mathematically, f; and f; are fused to obtain the final text
condition ¢; as follows:

cr = [f%af?l”a Zk“ilvfla ;“Jrnv"'}v 3)

where £ is the token index of the target subject in the text
embedding, and n is the length of the text tokens for the
target subject. For example, an image of a papillon dog
is provided as an image prompt. To fuse the information
from the image prompt and the text prompt “Papillon dog
celebrates birthday with gifts”, the word embeddings of the

6692



£

image prompt frame #0 frame #(i-1)

x (000D ;0000R [0ooo;0000]
K; Ky Ko K,

v [e@@e,0000} [@ses 0000} -eese
f () 7 Vi Vi

0 Oi

Figure 4. Fine Visual Embedding Refinement. We propose to
inject the latent representation of image prompt (here we use the
image for illustration purpose) directly into the cross-frame atten-
tion module. We use the keys and values from the image prompt
to update the values of the first frame firstly. Then, the updated
values of the first frame are used to update the remaining frames.
Injecting the image prompt in the cross-frame attention helps to
transfer the detailed visual characteristics of the image prompts to
the synthesized frames. We perform the refinement in different
cross-attention layers with different scales.

“papillon dog” will be replaced with f; before they are fed
into the cross-attention module of the diffusion models.
During the training of the coarse stage, we fix the param-
eters of the CLIP image encoder, and train the MLP layers.
To make the diffusion model accommodate with the com-
posed text embeddings cp, we also finetune K and V pro-
jections (linear layers to map the input feature to the corre-
sponding keys and values) in the cross-attention module.

3.3. Fine Visual Embeddings via Attention Injection

The well-trained image encoder embeds the coarse visual
embeddings for image prompts and thus the synthesized
videos contain the subjects specified in image prompts.
However, the image encoder projects the image prompt into
a flattened high-level representation, resulting in the loss of
its detailed visual cues. Thus, some detailed visual charac-
teristics in the image prompts may not be well preserved.
To address this problem, a more effective way to preserve
these details is to provide the model with the image prompts
with spatial resolutions.

To further refine the synthesized details, we propose to
inject image prompts into the cross-frame attention of the
text-to-video models. By injecting image prompts into the
cross-frame attention, the image prompts are involved in the
updates of the synthesized frames so that the model can di-
rectly borrow some visual cues from image prompts.

Since text-to-video diffusion models operate in the la-
tent space, we first feed the image prompt into the VAE of
Stable Diffusion and get its latent representation x;. More-
over, since the sampling of the videos starts from the noise
map, the latent in the intermediate timesteps contains the
noises. If we append the clean latent z; of the image prompt

to the cross-frame attention, the domain discrepancy exists.
Therefore, we follow the diffusion forward process to add
corresponding noises to x:

xl = Varh + V1T —age, 4)

where @ is a hyperparameter determined by the denoising
schedule and € ~ N (0, I).

The cross-frame attention is used to improve the tempo-
ral consistency of the generated frames. For each frame,
the key and value are the concatenation of the features of
the first frame and the previous frame. Here, we introduce
the image prompts as the additional keys and values for the
frames. As shown in Fig. 4, we propose to update the val-
ues of the first frame firstly using the keys and values of the
image prompts and the frame itself. Mathematically, the
operation can be expressed as follows:

QoK™
-V,
Vd ) (5)
K = [K],Ko],vz [va‘/OL

Voré? = softmaax(

where K7 and V7 are the keys and values obtained from the
image prompts. The query, key, and value of the first frame
are denoted g, Ky, and Vj, respectively. It should be noted
that we use a separately trained K and V projection for la-
tent representations x! of image prompts because the image
prompts have clean backgrounds, which are different from
other frames. The parameters of the newly added K and V
projections are initialized by original K and V projections.

Then the updated first frame is used to refine the remain-
ing frames. When updating the remaining frames, the keys
used for calculating the attention maps are the original keys,
while the values are the updated ones. The update is ex-
pressed as follows:

T
QiK ).V,

Vd (6)
K = [Ko, Ki—a],V = [Vg", Viea].

Ve = softmax(

To sum up, in the attention injection, we update the val-
ues of the first frame using the image prompts first, and then
use the updated first frame to update the other frames. In
this way, the visual cues from the image prompts can be
consistently propagated to all the frames.

It should be noted that the diffusion model has multiple
cross-frame attention layers with different scales. To inject
multi-scale visual cues for better detail refinement, in differ-
ent cross-frame attention layers, we feed latent representa-
tions of the image prompts with corresponding resolutions,
which are obtained from different stages of the U-Net.

3.4. Coarse-to-Fine Training Strategy

The visual details of the image prompts are embedded into
the final synthesized results in two stages: coarse visual em-
beddings using an image encoder and fine visual embedding
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by attention injection. We propose to train these two mod-
ules in a coarse-to-fine manner. In other words, we train
the coarse image encoder and tune the parameters in the
cross-attention first. After the model has the capability of
generating videos containing the subjects specified in im-
age prompts, we then train the attention injection module
to embed image prompts into cross-frame attention layers.
As we will show in the ablation study (Sec. 5.5), if these
two modules are trained together, the fine attention injection
module leaks the strong visual cues and the coarse encoder
learns meaningless representations. As a result, in sampling
phase, the image encoder for the coarse visual embedding
cannot provide the coarse information and then the fine at-
tention module cannot refine the details. Therefore, it is
necessary to train VideoBooth in a coarse-to-fine manner.

4. VideoBooth Dataset

We establish the VideoBooth dataset to support the task of
video generation using image prompts. We start from the
WebVid dataset [5], a well-known open-source dataset for
text-to-video generation. In the WebVid dataset, there is a
text prompt with each video. In this paper, we study the
task of generating a video clip from one text prompt and
one image prompt. Hence, in addition to the original text
prompt, we need to provide an image prompt for each video.
We propose to segment the subjects from the first frame
of the video using the Grounded-SAM (Grounded Segment
Anything) [49, 57], and the segmented subjects are image
prompts. The Grounded-SAM receives word prompts as
inputs and generates segmentation masks for the target sub-
jects specified in word prompts. To obtain the word prompt
for the input to Grounded-SAM, we use the spaCy library to
parse the noun chunks from the original text prompts, which
are used as the word prompts. After the segmentation, we
perform data filtering to ensure the data quality. We fil-
ter out small objects and large objects (those are almost the
same size as the original video) according to the ratio of the
object to the whole video. Also, since we focus on gen-
erating video clips containing moving objects, we further
filter the videos containing moving objects. The keywords
we used for filtering are dog, cat, bear, car, panda, tiger,
horse, elephant, and lion. In the current version, we have
processed 2.5M subset of the WebVid dataset. After data
filtering, we have 48,724 video data pairs for training. We
will process the full set of the WebVid dataset and include
the filtered data in our VideoBooth dataset.

To evaluate the performance, we also set up a test bench-
mark. The test benchmark consists of 650 test pairs. For
each pair, an image prompt and a text prompt are provided.
The test pairs are selected from the rest of the WebVid-10M
dataset, which does not overlap with the training set.

Table 1. Quantitative Comparisons. VideoBooth achieves the
best image alignment and comparable text alignment performance.

Method CLIP-Text t | CLIP-Image T | DINO 1
Textual Inversion [21] 29.9749 69.7995 45.3143
DreamBooth [71] 30.6877 71.2078 52.9661
ELITE [83] 30.0881 73.7518 58.9522
VideoBooth (Ours) 30.0967 74.7971 65.0979

5. Experiments
5.1. Comparison Methods

Textual Inversion [21] is a method for customized text-to-
image generation. The appearance of the target subjects is
embedded into the text embeddings. Concretely, a text to-
ken S* is optimized to represent the subject. We adapt it to
the task of text-to-video generation by replacing the image
model with the video model.

DreamBooth [71] is also proposed for customized text-to-
image generation. It injects the target subject into the text
tokens as well as model weights. During the training, both
the model weights and the special token S* are optimized.
ELITE [83] is an encoder-based method for personalized
generation. An encoder is trained to embed the images into
the text embeddings. Local mapping and global mapping
are employed to transform the CLIP embedding of image
prompts into the features, which are injected into the cross-
attention module. We adapt and retrain the method using
the same pretrained video model we use.

5.2. Evaluation Metrics

We use three metrics to evaluate the performance [83]. To
measure the alignment of the generated videos and given
text prompts, we use the CLIP-Text metric. The metric is
calculated using the cosine similarity of the CLIP text em-
beddings of text prompts and CLIP image embeddings of
the generated frames. For each video, the value is obtained
by averaging values of the all frames. As for the evalua-
tion of the similarity between the given image prompts and
the generated videos, we adopt two metrics: CLIP-Image
and DINO [7, 63]. The CLIP-Image metric is calculated by
the cosine similarity between the CLIP image embedding
of image prompts and generated frames. Since the CLIP
model is trained to align image embeddings and text embed-
dings, we follow the practice in previous methods [13, 71]
and use the DINO similarity as another indicator. DINO
is trained to differentiate the differences between objects of
the same classes. We use the ViT-S/16 model to extract the
features of the image prompts and generated frames. The
final score is obtained by averaging over all frames.

5.3. Quantitative Comparisons

We report quantitative results in Table 1. As shown in Ta-
ble 1, our proposed VideoBooth achieves state-of-the-art
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image alignment performance compared to baseline meth-
ods. As for the alignment with the text prompts, our pro-
posed VideoBooth has comparable performance with the
baseline models. It should be noted that the CLIP-Text
score of DreamBooth is significantly higher than the other
methods. The reason lies in that the optimized token S
in DreamBooth is inserted into the text embeddings, rather
than replacing the original word embeddings like other
methods. This would result in the generated videos of
DreamBooth being highly related to the text prompts but
having no correlation to the image prompts in some cases.
We also conducted a user study, in which 25 users par-
ticipated. Each user is presented with twelve groups of
videos, and each group contains four videos generated by
four methods. For each group, users are asked to make three
choices: 1) which one has the best image alignment? 2)
which one has the best text alignment? 3) which one has the
best overall quality. Figure 6 summarizes the results. Our
results are preferred by most users in all three dimensions.

5.4. Qualitative Comparisons

We show three visual comparisons on the generated video
frames of our proposed VideoBooth and baseline methods
in Fig. 5. In the first example, the model is supposed to gen-
erate videos containing the dog specified in the image laying
on the ground. Textual Inversion cannot correctly embed
the appearance of the dog and results in generating another
totally different dog. DreamBooth and ELITE can embed
the coarse appearance of the dog but the generated details
vary from the image prompt. Our proposed VideoBooth
successfully embeds the details of the image prompts into

close-up of cat playing
with a yellow ball in the

white interior
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Figure 5. Qualitative Comparison. VideoBooth effectively preserves the fidelity of image prompts and achieves better visual quality.
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Figure 6. User Study. Our proposed VideoBooth achieves the
highest user preference ratios on all three dimensions.

the synthesized videos. In the second example, the condi-
tion is to generate a cat playing with the yellow ball. All the
methods can generate a yellow ball and a cat but only our
proposed VideoBooth can accurately generate the cat hav-
ing the appearance from the image prompt. As for the last
example, Textual Inversion fails to generate a car. Dream-
Booth generates a distorted car in the bush. ELITE model
can generate a car in the bush, but the color differs from the
image prompt. By contrast, our model can generate videos
having the same car in the bush.

5.5. Ablation Study

To evaluate the effectiveness of the proposed components,
we perform three ablation studies. Due to the computational
resources, we train these models on the subset of our train-
ing set. The quantitative metrics are shown in Table 2.

Only Coarse Embeddings. This ablation model injects the
image prompts with only coarse embeddings via Image En-
coder. In the example shown in Fig. 7(a), the ablation model
only encodes the coarse appearance of the image prompts.
The pattern in the legs of the synthesized dog is different
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Dog as a chef at the table

(d) Full Model
Figure 7. Ablation Study. (a) With only coarse embeddings from
image encoder, generated patterns in the body of dog are different
from image prompt. (b) With only fine embeddings from attention
injection, there lacks coarse encodings of the dog for attention in-
jection module to refine and thus the generated dog is distorted at
later synthesized frames. (c) The unified training degrades the ca-
pability of image encoder and thus the dog is distorted. (d) The
full model better keeps the all visual details of image prompt.

from that in the image prompt. By contrast, the results of
our full model show that our proposed model can transfer all
the details in the image prompts to the synthesized videos.

Only Fine Embeddings. In this ablation model, we only
have fine embeddings of the image prompt in cross-frame
attention layers. The main purpose of using fine embed-
ding is to refine the coarse encoding of image prompts from
the Image Encoder. Without coarse embeddings, the model
with fine embeddings only cannot refine the details. As
shown in Fig. 7(b), the first frame contains the exact ap-
pearance as the image prompt, but the temporal consistency
cannot be guaranteed. The generated dog is distorted in the
following frames. The reason is that the model trained in
this way overfits the image prompt. In the first frame, the
model can copy the information from image prompts. In the
following frames, without the coarse embeddings, the gen-
eration of the appearance only relies on the propagation of
the appearance from the first frame.

The Necessity of Coarse-to-Fine Training. In Video-
Booth, we propose the coarse-to-fine training strategy, i.e.,
train the coarse embeddings first and then train the attention

Table 2. Ablation Study. The full model has the best scores.

Variants CLIP-Image T | DINO 1
(a) Coarse Embeddings only 75.4366 64.9568
(b) Fine Embeddings only 75.5553 66.0378
(c) Unified Training 75.8254 67.4201
(d) Full Model 76.1631 69.7374

injection module. In this ablation model, we train these two
modules within one stage. The unified training makes the
model rely heavily on the strong guidance provided in at-
tention injection. In this way, the trained image encoder has
limited capability. Thus, the model trained in this way has
a similar behavior as the model with only fine embeddings.
The model also overfits the image prompts from the atten-
tion injection. As shown in the first example in Fig. 7(c), the
appearance in the first frame is correct, but the generated
dog in the following frames is distorted. Due to the im-
age encoder having limited capability to provide the correct
coarse encoding of image prompts, the attention injection
cannot refine the details. By contrast, the full model can
generate consistent frames with all details well preserved.

6. Discussion

In this paper, we propose a novel framework VideoBooth to
generate videos using image prompts and text prompts. The
image prompts specify the appearance of the subjects. We
inject the image prompts into the model in two modules:
Coarse Embeddings via Image Encoder and Fine Embed-
dings via Attention Injection. The Image Encoder provides
the coarse embeddings of image prompts for the refinement
of the Attention Injection module. These two modules co-
operate with each other and they are trained in a coarse-to-
fine manner. Our proposed VideoBooth generates consis-
tent videos containing the desired subjects.

Limitations and Future Work. The model is trained with
the image prompts that do not have very divergent views
from target videos. Thus, if an image prompt with a back
view is provided, we cannot generate videos from the front
view. In future work, we can augment image prompts using
image-to-3D models [56, 78] so that image prompts used
for training will have different views from target videos.
Potential Negative Societal Impacts. The model may be
applied to generate fake videos, which can be potentially
avoided by using deepfake detection methods.
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