
SPAD: Spatially Aware Multi-View Diffusers

Yash Kant1,2,4, Aliaksandr Siarohin2, Ziyi Wu1,4, Michael Vasilkovsky2, Guocheng Qian2,3,
Jian Ren2, Riza Alp Guler2, Bernard Ghanem3, Sergey Tulyakov2, Igor Gilitschenski1,4

1University of Toronto, 2Snap Research, 3 KAUST, 4Vector Institute
https://yashkant.github.io/spad/

Abstract

We present SPAD, a novel approach for creating con-
sistent multi-view images from text prompts or single im-
ages. To enable multi-view generation, we repurpose a pre-
trained 2D diffusion model by extending its self-attention
layers with cross-view interactions, and fine-tune it on a
high quality subset of Objaverse. We find that a naive exten-
sion of the self-attention proposed in prior work (e.g., MV-
Dream) leads to content copying between views. Therefore,
we explicitly constrain the cross-view attention based on
epipolar geometry. To further enhance 3D consistency, we
utilize Plücker coordinates derived from camera rays and
inject them as positional encoding. This enables SPAD to
reason over spatial proximity in 3D well. Compared to con-
current works that can only generate views at fixed azimuth
and elevation (e.g., MVDream, SyncDreamer), SPAD offers
full camera control and achieves state-of-the-art results in
novel view synthesis on unseen objects from the Objaverse
and Google Scanned Objects datasets. Finally, we demon-
strate that text-to-3D generation using SPAD prevents the
multi-face Janus issue.

1. Introduction
3D content generation holds great importance in a wide
range of applications, such as gaming, virtual reality, or
robotics. Yet, the creation of high-quality 3D assets re-
mains a time-consuming endeavor even for seasoned 3D
artists. Recent years have witnessed the emergence of gen-
erative models capable of creating 3D objects from a single
or several 2D images, or just text inputs. Early methods in
this field directly train models such as Variational Auto En-
coders (VAEs) [41] and Generative Adversarial Networks
(GANs) [27] on 3D shapes [1, 49, 96, 98]. These methods
produce results with lower resolution to manage computa-
tional demands and have limited diversity due to the small
scale of training dataset. Later approaches explored differ-
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entiable rendering to learn 3D GANs from monocular im-
ages [7, 8, 14, 26, 51, 55, 76, 77]. These methods improved
resolution, but only show impressive results on relatively
few categories (e.g., ShapeNet [10] furniture).

Recent advances in Diffusion Models (DMs) have rev-
olutionized the field of 2D image generation [21, 34, 54].
Trained on billions of image-text data, state-of-the-art mod-
els [64, 66] learn generic object priors that enable high-
quality and generalizable text-guided image generation. Re-
cent works thus seek to leverage such 2D priors to generate
3D objects. One line of research proposes to optimize a
NeRF [50] model by distilling a pre-trained text-to-image
DM via Score Distillation Sampling (SDS) [59, 90]. This
enables single-view 3D reconstruction [19, 48, 60] and di-
rect text-to-3D synthesis [36, 44, 93]. However, these meth-
ods lack understanding of the underlying object structures.
The 2D prior provided by pre-trained DMs only considers
one view at each optimization step, ignoring the geometric
relationship across views. Even with hand-crafted prompts
specifying explicit viewpoints [59],these methods continue
to exhibit 3D inconsistencies, exemplified by issues such as
the multi-faced Janus problem.

A natural solution is to equip 2D diffusion models with
3D understanding. Zero-1-to-3 [45] proposes to condition
Stable Diffusion [64] with one view and generate another
one given the relative camera pose. However, conditioning
in Zero-1-to-3 is performed by simply concatenating the in-
put view, while disregarding any geometric priors. An al-
ternate approach based on depth warping was proposed in
iNVS [39]. It shows that given an accurate depth map, one
can establish dense correspondences between two views.
This allows DMs to reconstruct high-quality novel views.
Unfortunately, the generation quality of iNVS heavily re-
lies on the precision of depth maps, while monocular depth
estimation in itself is an unsolved problem.

Recent works [83, 102] have observed that Stable Dif-
fusion can be utilized to obtain accurate image correspon-
dences. Self-attention layers of text-to-image DMs can be
directly used for establishing correspondences within the
same image [87]. An interesting question to consider is
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A knight's armored metal helmet with gold trim and holes

A cute steampunk elephant

A small robot with a glass container on its head, metal legs, and a glass top

F-15 Eagle, F-16 Fighter Jet, and F/A-18F Super Hornet aircraft

A DSLR photo of a pair of tan cowboy boots, studio lighting, product photography

A wooden chair

Figure 1. Consistent multi-view generation from text with SPAD. Given a text prompt, SPAD is capable of synthesizing many 3D
consistent images of the same object, ranging from daily objects to highly complex machines. SPAD can generate many images from
arbitrary camera viewpoints, while being trained only on four views. Here, we generate eight views sampled uniformly at a fixed elevation.

whether the same layers can also find correspondences be-
tween different views, which can enable 3D geometric un-
derstanding. To this end, we can replace the original self-
attention with multi-view self-attention by applying it over
the concatenated feature maps across views. This approach
trained on orthogonal multi-view images with known cam-
era parameters can generate multiple novel views of the
same object simultaneously, as shown in previous works
such as MVDream [73]. However, we find that such a
model lacks precise camera control across views, and can-
not generate arbitrarily free novel views. When tasked to

generate two views that are close to each other (with signif-
icant overlap), such a model suffers from content copying
problem – where the content of one view is just copied from
another view without modification (see Fig. 5).

Inspired by [79], we design an Epipolar Attention layer,
where feature map positions in one view can only attend
to positions along the epipolar lines in other views. By re-
stricting the cross-view attention maps, these layers enable
better camera control and produce different views at view-
points close to each other. Epipolar Attention alone signifi-
cantly improves 3D consistency, since epipolar lines do not
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have a direction. However, it still remains difficult for this
model to disambiguate the direction of the camera ray. This
ambiguity leads to flipping in predicted views, as observed
in iNVS [39] which also used epipolar lines. Motivated by
recent works on Light Field Networks [6, 89], we propose
to represent rays passing through each pixel in Plücker co-
ordinates, which assigns unique homogeneous coordinates
for each ray. We use these coordinates as positional em-
beddings inside Epipolar Attention layers. For rays hitting
opposite sides of the object, these embeddings provide a
strong negative bias for self-attention. This prevents it from
utilizing information from the wrong side. Additionally, use
of Plücker embeddings also encourages pixels whose rays
are close to each other to have similar representations. This
encourages self-attention to pick features from nearby posi-
tions.

Our method can operate in two modes: text-conditioned
and image-conditioned. In text-conditioned mode, SPAD
can simultaneously denoise several views given a text
prompt. While in image-conditioned mode, given an im-
age, SPAD denoises several other views. In both cases,
the architecture of our method stays the same, and only
the input and output changes. We evaluate SPAD in the
task of text-conditioned multi-view generation and image-
conditioned novel view synthesis on Google Scanned Ob-
jects (GSO) [22] and an unseen subset of Objaverse [63]
datasets. Our results show that SPAD is able to synthesize
high-quality 3D consistent images of objects. Finally, we
enable high-quality text-to-3D generation using SPAD via
a) feed-forward multi-view to 3D triplane generator, and b)
multi-view Score Distillation Sampling similar to [73].

2. Related Works
3D Generative Models. 3D generative modeling is a long-
standing problem in computer vision and graphics. Ear-
lier works directly train generative models such as Vari-
ational Auto Encoders (VAEs) [41] on ground-truth 3D
shapes [1, 25, 49, 81, 96, 98]. However, due to the small
scale of 3D shape datasets, these methods produce less re-
alistic and diverse results compared to their 2D counter-
parts. With the rapid development of Generative Adver-
sarial Networks (GANs) [27] and differentiable rendering,
later works focus on learning 3D GANs from monocular
images, showing impressive generation of multi-view im-
ages [51, 52], radiance fields [7, 8, 20, 28, 55, 100, 105], and
meshes [14, 15, 26, 56, 57]. Nevertheless, GANs still suf-
fer from poor generalizability and training stability, prevent-
ing them from scaling to unconstrained objects and scenes.
Recently, Diffusion Models (DMs) [34, 78] have achieved
great success in general 2D image synthesis, and are also
applied to 3D [23, 24, 38, 40, 42, 53, 74, 91]. Yet, these
methods train 3D DMs from scratch on specific objects such
as human faces or vehicles, limiting their generalization.

Closer to ours are methods that adapt large-scale pre-trained
2D DMs [64] for 3D generation, which we will detail next.
Novel View Synthesis (NVS) with 2D Diffusion Models.
Instead of reconstructing the entire 3D shape, NVS aims to
generate 3D consistent images conditioned on a few input
views [67, 95]. Early methods leverage the knowledge of
epipolar geometry to perform interpolation between differ-
ent input views [13, 17, 69, 108]. Since NVS is a 2D image-
to-image translation task, recent works have re-purposed 2D
DMs for it [9, 29, 80, 86, 94, 101]. To achieve 3D consis-
tency, SparseFusion [106] builds a view-conditioned DM on
the latent space of Stable Diffusion [64], and utilizes Epipo-
lar Feature Transformer (EFT) [79] to fuse features from in-
put views. Zero-1-to-3 [45] directly fine-tunes Stable Dif-
fusion on multi-view images rendered from Objaverse [18].

The concurrent work MVDream [73] proposes to de-
noise four views jointly with multi-view self-attention lay-
ers. However, camera pose information is fed in as 1D fea-
tures to these models, discarding the explicit constraint of
3D geometry. Thus this method does not allow accurate
camera control. To cope with this issue MVDream [73]
generates views at fixed camera positions spread apart 90
degrees from each other. However, this approach limits the
maximum number of views that can be generated to only
4. Moreover, it limits the training data to only synthetic
3D model datasets, such as Objaverse [18], since it requires
rendering with the same fixed camera view for each object.

Other works thus study more explicit pose conditioning.
MVDiffusion [84] derives inter-view dense correspondence
from homography transformation, which is used to guide
the attention module in Stable Diffusion. iNVS [39] applies
image wrapping based on depth maps to re-use pixels from
the source view, and thus only needs to inpaint occluded
regions in novel view images. While it can produce pre-
cise reconstructions when good depth maps are available,
the quality of this method degrades drastically when depth
maps are noisy or inaccurate. In addition, the depth ambi-
guity caused by epipolar lines used in iNVS results in the
flipped prediction issue, where the model cannot differenti-
ate two views from opposite directions. SyncDreamer [46]
instead builds a 3D feature volume by up-projecting fea-
tures from each view, and then re-projects it to ensure 3D
consistency among views. However up-projection opera-
tion requires the network to explicitly understand the depth
of each pixel, sharing the same issue with iNVS [39].

Different from prior works, we exploit the internal
properties of large-scale pre-trained text-to-image diffusion
models and enrich self-attention maps with the cross-view
interactions derived from epipolar geometry. In addition,
we use Plücker coordinates [37] as positional encodings
to inject 3D priors of the scene into the diffusion model,
further improving camera conditioning and disambiguating
different sides of the object.
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Figure 2. Model pipeline. (a) We initialize our multi-view diffusion model from pre-trained text-to-image model, and fine-tune it on
multi-view renders of 3D objects. (b) Our model performs joint denoising on noisy multi-view images {xi

t}Ni=1 conditioned on text y
and relative camera poses ∆E. Here, we illustrate the pipeline using N = 2, which can be easily extended to more views. To enable
cross-view interaction, we apply 3D self-attention by concatenating all views, and enforce epipolar constraints on the attention map. We
further add (c) Plücker Embedding {P i}Ni=1 to the attention layers as positional encodings, to enable precise camera control and prevent
object flipping artefacts (as shown in Fig. 5).

Lifting 2D Diffusion Models to 3D Generation. Instead
of training a model on 3D data, several works adopt a per-
instance optimization paradigm where pre-trained 2D DMs
provide image priors [59, 90]. Some of them apply it for
single-view 3D reconstruction [19, 48, 60, 62, 72, 82, 99].
More relevant to ours are text-to-3D methods that optimize
a NeRF model [50] by distilling the pre-trained text-to-
image DM. Follow-up works have improved this text-to-3D
distillation process in many directions, including more ef-
ficient 3D representations [12, 44, 71, 85, 97], better dif-
fusion process [16, 36, 70], new loss functions [93, 107],
and prompt design [2]. However, these methods still suffer
from low visual quality and view consistency issues such
as multi-face Janus and content drifting. SPAD generates
multi-view images from a text prompt or a single input view
with better 3D consistency and visual quality, which can
mitigate these issues with multi-view distillation [73].

3. Method
Task Formulation. Our goal is to generate consistent and
many novel views of the same object given a text prompt
or an image, along with relative camera poses as input.
Towards this goal, we train a multi-view diffusion model
that is made spatially aware by explicitly encoding the 3D
knowledge of the scene.

We build upon a state-of-the-art 2D text-to-image dif-
fusion model (Sec. 3.1). Our specific adaptations enable
3D-aware interactions between views (Sec. 3.2), which
include 3D self-attention (Sec. 3.2.1), Epipolar Attention
(Sec. 3.2.2), and Plücker Embeddings (Sec. 3.2.3).

3.1. Preliminary: Text-to-Image Diffusion Models

Diffusion models (DMs) [34, 78] are generative models that
learn a target data distribution pθ(x0) by gradually denois-
ing a standard Gaussian distribution, denoted as pθ(x0) =∫
pθ(x0:T ) dx1:T , where x1:T are intermediate noisy sam-

ples. DMs leverage a forward process that iteratively adds

Gaussian noise ϵ to the clean data x0, which is controlled
by a pre-defined variance schedule {ᾱt}⊤t=1. During train-
ing, we manually construct noisy samples xt =

√
ᾱtx0 +√

1− ᾱtϵt, and train a denoiser model ϵθ(xt, t) to predict
the added noise conditioned on the denoising time step t:

LDM = ||ϵt − ϵθ(xt, t)||2, where ϵt ∼ N (0, I). (1)

Generally, the denoiser ϵθ is parameterized as a U-Net [65],
which comprises of interleaved residual blocks [31] and
self-attention layers [88]. Within this U-Net, we are inter-
ested primarily in self-attention layers [88], and we refer the
reader to the original paper [64] for the overview of other
blocks. The self-attention layer takes as input a feature map
F and compute attention of feature in location s with entire
feature map:

F̃s = SoftMax
(
Q(Fs) ·K(F )⊤√

d

)
· V (F ), (2)

where Q,K, V are linear projection layers, F ∈ R(hw)×d

is a flattened feature map obtained from the 2D denoiser ϵθ,
where d is the feature dimension, and h,w are intermediate
spatial dimensions. Fs, F̃s is the input and output feature
for location s respectively. In practice, the self-attention
operation occurs at multiple resolutions in ϵθ.

3.2. Multi-View Diffusion Models

Inspired by the success of text-to-image DMs, we propose
to generate multi-view images by fine-tuning a pre-trained
2D DM on multi-view rendered images of 3D assets. Fig. 2
shows the overall pipeline of our framework, SPAD. In this
section, we use N = 2 views to explain our method for
brevity. However, note that SPAD is easily extensible to
generate an arbitrary number of views.

3.2.1 Multi-View Self-attention

The goal of our multi-view DM ϵθ(x
1
t ,x

2
t , t,y,∆E) is to

generate 3D consistent images (x1,x2) ∈ RH×W×3 of an
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Figure 3. Epipolar Attention. For each point s (red point) on a
feature map F i, we compute its epipolar lines {lj}j ̸=i on all other
views {F j}j ̸=i. Point s will only attend to features along these
lines plus all the points on itself (blue points).

object guided by a text input y and their relative camera
pose ∆E ∈ R3×4. To enable cross-view interaction, we
concatenate the feature maps of two views side-by-side as
input to the self-attention layers, denoted as [F 1|F 2]. This
allows each location s on F 1 to attend to all locations on
itself and F 2, calculated as:

F̃ 1
s = SoftMax

(
Q(F 1

s ) ·K([F 1|F 2])⊤√
d

)
· V ([F 1|F 2]).

(3)
Camera conditioning. We embed the relative camera pose
∆E with an MLP and fuse it with timestep embedding of
DM to condition the residual blocks as shown in Fig. 4, sim-
ilar to [73].
Issues with vanilla self-attention. We find empirically
that such an unconstrained multi-view self-attention leads
to content-copying between views (shown in Figure 5), i.e.,
the model generates similar images when the camera pose
difference ∆E is small, ignoring the underlying 3D geome-
try. We hypothesize that this could be the reason concurrent
works such as MVDream [73] opt to generate images with
90 degree view change (along azimuths and fixed elevation)
– as it diminishes the overlap between different views.

3.2.2 Multi-View Epipolar Attention

To enable SPAD to synthesize views at arbitrary relative
poses, and address the above content-copying challenge,
we propose to replace the vanilla self-attention operation
with Epipolar Attention [79]. Epipolar Attention works
by restricting the positions a point in feature map can at-
tend to in other views – by exploiting epipolar geometry.
Fig. 3 presents this mechanism. Specifically, given a source
point s on a feature map F i, we compute its epipolar lines
(implemented as a set of points) {lj}j ̸=i on all the other
views {F j}j ̸=i. When computing the attention map be-
tween views, we ignore points that do not lie on these epipo-
lar lines, so that the source point s only has access to fea-
tures that lie along the camera ray (in other views) as well

Self Attention

Cross Attentiontext 𝒚

Plücker
Embedding 𝑷

Multi-View Feature Maps 𝑭

Epipolar Attention

Zero-Init
Projection

QKV
Projection

𝑭 𝑷

ResBlock
time 𝑡

camera Δ𝑬

Figure 4. Illustration of one block in our multi-view diffusion
model, which consists of a residual block, a self-attention layer,
and a cross-attention layer. The residual block guides the model on
the denoising timestep t and the relative camera pose ∆E, while
the cross-attention layer conditions on text y. We add Plücker
Embedding P to feature maps F in the self-attention layer by in-
flating the original QKV projection layers with zero projections.

as all points in its own view for denoising:

F̃ i
s = SoftMax

(
Q(F i

s) ·K([F i|F j
lj ])

⊤
√
d

)
· V ([F i|F j

lj ]).

(4)
In practice, we dilate the epipolar lines with a 3×3 filter
to consider neighboring target points for better robustness.
Overall, Epipolar Attention enhances our generalizability to
unseen viewpoint differences and objects.
Issues with Epipolar Attention. However, solely us-
ing epipolar lines to constrain attention masks models can
cause flipped predictions especially under large viewpoint
changes. This happens because in the absence of precise
depth of the object surface, the model can leverage infor-
mation from any point along these lines. Consider the fea-
ture map FN in Fig. 3, the source point s may attend to
the front face of the figure or the back of it. The latter
will cause a flipped prediction. iNVS [39] solves this prob-
lem with a monocular depth estimator. Yet, their imprecise
depth leads to deformed object surfaces and distorted tex-
tures. We instead address this issue with a Plücker Ray Em-
bedding which is detailed next.

3.2.3 Plücker Ray Embedding

Given a camera with its center placed at o ∈ R3 in the world
coordinate system, we represent a ray passing through a
point on the feature map Fij along a normalized direction
d ∈ R3 as rij . We embed this ray as the positional encod-
ing to help our model distinguish between different views.
We find the simple ray parametrization rij = (o,d) to be
insufficient here. As an example, consider two rays in the
same direction but with different camera origins which lie
along this ray, r1ij = (o,d) and r2ij = (o + td,d), their
embeddings turn out to be notably different, despite them
representing essentially the same ray.
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Inspired by recent works in Neural Light Fields [11, 75],
we adopt the Plücker Ray Embedding Pij = (o × d,d)
where × is the cross product. See Fig. 2 (c) for illustration.
This parametrization is able to map r1 and r2 to the same
embedding as we have:

(o+ td)× d = o× d+ td× d = o× d. (5)

We simply pass the Plücker Embedding P ∈ R(hw)×6

through a linear projection layer to project it into d dimen-
sion and add it to the multi-view feature maps F , which
serves as the input to the Epipolar Attention layer, shown
in Fig. 4. To avoid disturbing the pre-trained model, the
weights of the projection layer are initialized as zeros and
learned during fine-tuning similar to ControlNet [103].
3D geometric priors in Plücker Embedding. With the
Plücker coordinates, rays that are close in the 3D space
share similar embeddings, which leads to higher values in
the pre-softmax self-attention map Q(F )·K(F )⊤. This en-
courages feature points to look at spatially nearby locations
in other views, enhancing the 3D consistency across views.
On the other hand, two rays passing through the same 3D lo-
cation from opposite cameras will have Plücker coordinates
with flipped (positive/negative) sign. Their embeddings will
have a smaller dot product and result in a smaller attention
value. The two pixels will thus attend less to each other,
effectively addressing the flipped prediction problem.

4. Experiments
We conduct extensive experiments to answer the follow-
ing questions: (i) Can SPAD generate high-quality multi-
view images from diverse (non-orthogonal and overlap-
ping) viewpoints that are aligned with input text or image?
(Sec. 4.2) (ii) Are the synthesized views 3D consistent?
(Sec. 4.3) (iii) To what extent do Plücker Positional Em-
beddings and Epipolar Attention contribute to the overall
performance? (Sec. 4.3) (iv) Lastly, can SPAD enable high-
quality text-guided 3D asset generation? (Sec. 4.5)

4.1. Experimental Setup

Training Data Curation. Instead of using the entire Obja-
verse [18] which consists of many flat and primitive shapes
that can drift the diffusion model away from high-quality
generation, we filter Objaverse using a few simple heuristics
based on its metadata. We use captions from Cap3D [47].
We select 150K objects with the most like, view, and com-
ment count available in metadata, as well as the top 50K ob-
jects that contain the highest number of mesh polygons and
vertex counts. We use Blender [4] to render 12 multi-view
images for each object at a resolution of 256×256. All ob-
jects are centered and re-scaled to a unit cube. We randomly
sample camera positions with elevations in [−90◦, 90◦], az-
imuths in [0◦, 360◦], and fix the distance to origin as 3.5 and
FOV as 40.26◦.

Training Details. We initialize SPAD from the pre-trained
weights of Stable Diffusion v1.5 [64]. We train two versions
of our model: one with text conditioning and another one
with image conditioning for the novel view synthesis task.
In both the variants, we set the number of views N to 2
while training. For the text-conditioned model, we jointly
denoise both the views. For the image-conditioned model,
we feed in one clean source view image and denoise the
target view. All our baselines and reported numbers follow
this setup. First, we train our models two-view models for
40K iterations on Objaverse, with an effective batch size of
1728 samples per iteration, on eight H100 GPUs. Later we
train a larger text-conditioned model with N = 4 views on
sixteen H100 GPUs for 100K steps, and use it to generate
all visuals (except ablation study).
Evaluation Datasets and Metrics. For text-conditioned
multi-view image generation, we follow MVDream [73]
and randomly sample 1,000 Objaverse captions as text
prompts to generate images. We use CLIP-score [61] to
measure the image-text alignment. We also report the
Inception Score (IS) [68] and Fréchet Inception Distance
(FID) [32] to evaluate image generation quality. It is impor-
tant to highlight that these metrics only measure generation
quality of individual images, and do not provide any infor-
mation about their multi-view 3D consistency.

For image-conditioned novel view synthesis, we se-
lect 1,000 unseen Objaverse objects for testing. Follow-
ing [39, 45], we use real-world scanned objects from the
Google Scanned Objects (GSO) dataset [22] to evaluate our
method. We render each object from two views, where one
view serves as the model input and another view is the tar-
get novel view image. We report PSNR, SSIM [92], and
LPIPS [104] metrics.
Baselines. Since it is difficult to replicate and control
for training and rendering setups used in prior works, we
choose the following variants of our model as primary base-
lines: Vanilla MV-DM that only adds 3D self-attention on
concatenated multi-view feature maps without Epipolar At-
tention and Plücker Embedding; MV-DM (Epipolar) and
MV-DM (Plücker) which incorporate the two components,
respectively. We also compare SPAD with two concur-
rent works: MVDream [73] and SyncDreamer [46]. Dif-
ferent from SPAD, both methods can only generate views
at a fixed elevation and azimuth ranges. In the image-
conditioned novel view synthesis task, we compare with
additional baselines Zero-1-to-3 [45] and iNVS [39]. We
used the official codebase and pre-trained weights of these
methods on our testing data to report their results.

4.2. Text-conditioned Multi-View Generation

We use single view quality metrics to compare methods,
similar to MVDream. We evaluate two MVDream variants,
which are fine-tuned from Stable Diffusion v1.5 (same as

10031



Method IS ↑ CLIP-score ↑

MVDream (v2.1) † [73] 13.36±0.87 30.22±3.83

MVDream (v1.5) † [73] 9.72±0.43 28.55±4.05

SyncDreamer ‡ [46] 11.69±0.24 27.76±4.84

Vanilla MV-DM 11.04±0.81 28.52±3.69

SPAD (Ours) 11.18±0.97 29.87±3.33

Table 1. Quantitative results on text-conditioned multi-view
image generation. We randomly sample 1,000 captions from Ob-
javerse, and evaluate the FID, Inception Score (IS), and CLIP-
score. † We ran MVDream’s code on the same captions we
used. ‡ We first generated single-view images using SD [64] us-
ing captions, and remove their backgrounds. Then, we ran Sync-
Dreamer’s code to generate multi-view images.

Method PSNR ↑ SSIM ↑ LPIPS ↓

Zero-1-to-3 † [45] 18.16 0.81 0.201
iNVS [39] 20.52 0.81 0.178
SyncDreamer † [46] 19.51 0.84 0.174

Vanilla MV-DM 17.56 0.81 0.20
MV-DM (Epipolar) 18.90 0.82 0.19
MV-DM (Plücker) 17.98 0.81 0.20
SPAD (Ours) 20.29 0.84 0.166

Table 2. Quantitative results on image-conditioned novel view
synthesis on Objaverse. We report PSNR, SSIM, and LPIPS on
the generated novel view images of 1,000 unseen Objaverse ob-
jects. † We use official SyncDreamer and Zero-1-to-3 code.

ours) and v2.1, respectively. For SyncDreamer, we follow
the text-to-image-to-3D pipeline described in their paper to
first generate a single-view image from a text prompt using
Stable Diffusion, and then generate multiple views from it.
SPAD is a strong 2D text-to-image generator. The results
on image generation quality are presented in Tab. 1. SPAD
outperforms or matches both baselines on 2D Image Qual-
ity metrics when compared with methods initialized with
Stable Diffusion v1.5. This confirms that our method while
being more 3D consistent, does not compromise either text-
to-image alignment or overall image quality, but rather im-
proves it compared to our baseline MV-DM.

We provide qualitative results in Fig. 1, Fig. B.11, and
Fig. B.12. We put preliminary investigations of training
SPAD with v2.1 base model in Appendix B.4.

4.3. Image-conditioned Novel View Synthesis

Since image quality metrics do not provide any indication
of multi-view consistency or the quality of camera control.
For evaluation of multi-view consistency, we mostly rely on
image-conditioned experiments. For this evaluation, given

Method PSNR ↑ SSIM ↑ LPIPS ↓

Zero-1-to-3 [45] 16.10 0.82 0.183
iNVS [39] 18.53 0.80 0.180
SyncDreamer † [46] 17.18 0.83 0.178

Vanilla MV-DM 15.98 0.81 0.20
MV-DM (Epipolar) 17.13 0.82 0.19
MV-DM (Plücker) 16.15 0.81 0.20
SPAD (Ours) 17.99 0.83 0.169

Table 3. Quantitative results on image-conditioned novel view
synthesis on GSO. We report PSNR, SSIM, and LPIPS on the
generated novel view images of GSO objects. † SyncDreamer only
reports results on 30 selected objects from GSO in their paper [46].
We ran their code and test it on all the GSO objects here.

an input view and relative camera pose, we generate the tar-
get view and compare it against ground truth. Tab. 2 and
Tab. 3 present the novel view synthesis results on Objaverse
and GSO, respectively.
SPAD preserves structural and perceptual details. We
find that SPAD outperforms all baselines on LPIPS met-
rics across both datasets, while matching its performance
to SyncDreamer on SSIM. Moreover, we find that adding
each component (Epipolar and Plücker) gradually improves
scores across the board, and leads to state-of-the-art perfor-
mance with our full model. This confirms our main hypoth-
esis that imparting 3D understading to MV-DMs is helpful.

We also find that iNVS [39] is able to achieve the high-
est PSNR, since it directly copies pixels from the source
view (via depth-based reprojection). However, it particu-
larly performs worse on SSIM and LPIPS metrics, which
measure the structural and semantic accuracy of the gener-
ated view. This is because of deformations introduced by
reprojection when viewpoint changes are large and monoc-
ular depth from ZoeDepth [3] is inaccurate.

4.4. Qualitative Analysis

We also conduct qualitative analysis to visually understand
the usefulness of each component of our model. The text-
conditioned multi-view generation results of baselines and
SPAD are shown in Fig. 5, where all models are trained
with two views while prompted to generate four views. The
elevation is fixed for all the views, and the azimuth spans
uniformly between [0◦, 360◦].
Epipolar Attention promotes better camera control in
SPAD. We find that the vanilla (full) 3D self-attention used
in Vanilla MV-DM and MV-DM (Plücker) models often
leads to content copying. This is highlighted in the figure
using blue circles, where the generated dogs face in similar
direction, ignoring the target camera poses. We hypothe-
size that the readaptation of the self-attention layer of SD
originally trained to attend only to itself hinders with gen-
eralization and controllability of this model.
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A beagle in a detective's outfit A chihuahua lying in a swimming pool

Vanilla
MV-DM

MV-DM
(Epipolar)

MV-DM
(Plücker)

Ours

Figure 5. Qualitative comparison between SPAD and its variants. We prompt models trained on two views to generate four views at 90
degree intervals for clear visual distinctions. The flipped predicted views are highlighted with red circles, while the content-copying issues
are indicated by blue circles.

Additionally, since these models are trained only to gen-
erate two views, we hypothesize that they overfit to predict-
ing only two novel views. In contrast, Epipolar Attention
constrains cross-view interactions to only happen between
spatially related pixels, reducing the search space in estab-
lishing correspondences across images. Despite not being
trained on four views, the model is still able to generate 3D
consistent images by attending to the correct regions.
Plücker Embeddings help prevent generation of flipped
views. When the difference in camera positions between
two views is large, the epipolar lines introduce ambiguities
in the ray directions. Indeed, Vanilla MV-DM and MV-DM
(Epipolar) sometimes predict image regions that are rotated
by 180◦. For example, the dog’s head highlighted by red
circles looks in the opposite direction of the body, which
is inconsistent with other views. Instead, Plücker Embed-
dings bias the model to pay less attention to camera views
on opposite sides of the object, while leveraging more in-
formation from spatially closer views.

4.5. Text-to-3D Generation

Multi-view SDS. Inspired by [45, 73], we also adopt the
multi-view Score Distillation Sampling (SDS) [59] to per-
form text-to-3D generation using the four-view SPAD vari-
ant. Concretely, we integrate our model into the state-
of-the-art text-to-3D generation codebase threestudio [30],
and follow the setup similar to MVDream [73] for stable
NeRF [50] distillation. Fig. B.7 shows the multi-view ren-
dered images of the trained NeRF models. We find that
SPAD is able to reconstruct consistent geometry without
Janus problem, while maintaining good visual quality.
Multi-view Triplane Generator. Inspired by concurrent
works [35, 43], we trained a multi-view images to triplane
generator on Objaverse. We follow closely followed the
setup from Instant3D [43], and used four orthogonal views

from SPAD to generate a NeRF in a single feed-forward
pass. Combined together this approach takes roughly 10
seconds to generate a single asset from text prompt, which
is greater than two orders of magnitude faster than SDS
optimization. Fig. B.6 shows the results from this experi-
ment. Thus, we find that SPAD can be used as a faithful
base model to facilitate such generations.

5. Conclusion

In this paper, we propose SPAD, a novel framework for
generating multiple views from text or image input. We
propose to transform the self-attention layers of the pre-
trained text-to-image diffusion model into Epipolar Atten-
tion to promote multi-view interactions and improve cam-
era control. Moreover, we augment self-attention layers
with Plücker positional encodings to further improve cam-
era control by preventing flipping view prediction of the ob-
ject. We provide rigorous evaluations of these modifications
and demonstrate state-of-the-art results in terms of image-
conditioned novel view synthesis.
Limitations and Future Work. While our method im-
proves the 3D consistency of multi-view diffusion models,
there still remains lots of scope for improvements. For ex-
ample, a larger Stable Diffusion such as SDXL [58] can
further improve performance while preventing lossy com-
pression of image conditioning. We can use a monocular
depth estimator similar to iNVS [39] to further improve the
correspondences established by epipolar self-attention. Fi-
nally, we plan to explore the usage of SPAD to generate
dynamic 4D assets and multi-object scenes.
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