
Rethinking Multi-view Representation Learning via Distilled Disentangling

Guanzhou Ke1,*, Bo Wang2,†, Xiaoli Wang3, Shengfeng He4,†
1Beijing Jiaotong University,

2State Key Laboratory of Multimodal Artificial Intelligence Systems,
Institute of Automation, Chinese Academy of Sciences,

3Nanjing University of Science and Technology, 4Singapore Management University
guanzhouk@gmail.com, wangbo@ia.ac.cn, xiaoliwang@njust.edu.cn, shengfenghe@smu.edu.sg

Abstract

Multi-view representation learning aims to derive ro-
bust representations that are both view-consistent and view-
specific from diverse data sources. This paper presents an
in-depth analysis of existing approaches in this domain,
highlighting a commonly overlooked aspect: the redun-
dancy between view-consistent and view-specific represen-
tations. To this end, we propose an innovative frame-
work for multi-view representation learning, which incor-
porates a technique we term ‘distilled disentangling’. Our
method introduces the concept of masked cross-view pre-
diction, enabling the extraction of compact, high-quality
view-consistent representations from various sources with-
out incurring extra computational overhead. Additionally,
we develop a distilled disentangling module that efficiently
filters out consistency-related information from multi-view
representations, resulting in purer view-specific represen-
tations. This approach significantly reduces redundancy
between view-consistent and view-specific representations,
enhancing the overall efficiency of the learning process.
Our empirical evaluations reveal that higher mask ratios
substantially improve the quality of view-consistent repre-
sentations. Moreover, we find that reducing the dimension-
ality of view-consistent representations relative to that of
view-specific representations further refines the quality of
the combined representations. Our code is accessible at:
https://github.com/Guanzhou-Ke/MRDD.

1. Introduction

Multi-view representation learning (MvRL) [46] forms
the cornerstone of various multi-view applications, such as
video understanding [7, 17], 3D rendering [62], and cross-
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Figure 1. Existing multi-view representation learning methods
show high inter-view correlations. We estimate the mutual infor-
mation of multi-view consistency and specificity of three baseline
MvRL models DVIB [3], CONAN [18], Multi-VAE [56], and our
method using MINE [4] on the same settings across five datasets.

modal retrieval [35]. In the MvRL context, “views” com-
monly refer to distinct angles from which objects are cap-
tured by cameras or data descriptors, like the histogram of
oriented gradients (HOG) [9] and the scale-invariant fea-
ture transform (SIFT) [32]. The success of multi-view ap-
plications relies on effectively leveraging shared informa-
tion (consistency) among views and distinctive information
(specificity) within each view. However, learning high-
quality view-consistent and view-specific representations
from multiple sources poses an open challenge.

Optimal view-consistent and view-specific representa-
tions should exhibit both robust representational abilities
and minimal redundancy. Reducing redundancy between
these two aspects not only improves the quality of com-
bined representations but also decreases the computational
burden for subsequent tasks. However, prevailing state-of-
the-art methods [3, 11, 22, 56, 57] often neglect the criti-
cal aspect of minimizing redundancy between consistency
and specificity. As demonstrated in Fig. 1, there is a no-
table correlation among representations derived from exist-
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ing end-to-end approaches1. This leads us to pose an im-
portant question: What factors contribute to the dependency
within multi-view representations? In this paper, we address
this question from a disentanglement perspective:

(i) In the unsupervised setting, the joint learning
(or end-to-end) paradigm presents significant challenges.
Within the scope of disentangling representations, most
end-to-end MvRL methods aim to extract view-consistent
representations by maximizing their mutual information
lower bound across views, while simultaneously minimiz-
ing the mutual information upper bound between views to
derive view-specific representations. This approach essen-
tially forms a Min-Max game, posing a risk for models to
settle on suboptimal solutions in the absence of supplemen-
tary information. Recent advancements have sought to re-
fine the model’s proficiency in learning high-quality rep-
resentations by incorporating auxiliary constraints into the
joint loss function, such as adversarial [61] and contrastive
constraints [18, 21, 42, 49]. Although these approaches mit-
igate some limitations of joint representation learning, they
often overlook a critical factor: the model’s initial inability
to differentiate between view-consistent and view-specific
information, leading to the accumulation of redundancy.

We propose that if a model could effectively strip away
information linked to pre-existing knowledge from multi-
view representations, the remaining data would be devoid
of such knowledge. We term this process ‘distilled disen-
tangling.’ In our methodology, view-consistent represen-
tations are treated as prior knowledge, under the rationale
that such consistency represents information common to all
views and remains unchanged irrespective of the view. By
identifying and excluding the view-consistent information,
the model can more accurately isolate view-specific repre-
sentations for each view.

(ii) Disparity in Information Density Between Consis-
tency and Specificity. Extracting view-specific informa-
tion typically involves processing individual views, whereas
view-consistent information necessitates the integration of
data from all views. Crafting a unified representation from
multiple sources is complex and can lead to a significant es-
calation in computational resources as the number of views
increases. To counter this challenge, some approaches
employ multiple lightweight view-specific autoencoders to
generate multi-view latent representations [56, 57], fol-
lowed by an exploration of consistency using these synthe-
sized representations. However, each latent representation
is heavily laden with view-specific information, posing a
challenge in mitigating this interference.

Our solution introduces the concept of masked cross-
view prediction (MCP), which facilitates the learning of
multi-view consistency using a single consistent encoder,
without the need for additional computational resources.

1More details are included in the supplementary materials.

This is achieved by selectively masking parts of the content
and prompting the encoder to predict the masked content
by synthesizing visible portions from multi-view data. The
advantages of MCP are manifold: 1) it efficiently processes
all view data without escalating computational demands; 2)
the randomness of masking aids in minimizing the impact
of view-specific information; and 3) it strengthens the re-
silience of view-consistent representations.

Building on this analysis, we adeptly tackle the identi-
fied challenges. Leveraging the Masked Cross-View Predic-
tion (MCP) strategy, we employ a single consistent encoder
to process all views, yielding high-quality view-consistent
representations. Initially, all unmasked blocks are fed into
the consistent encoder simultaneously to derive these rep-
resentations. This step is followed by utilizing multiple
decoders to predict the masked content in their respective
views, using the same view-consistent representation. The
primary benefit of this method is its efficiency in extracting
concise consistent representations while concurrently min-
imizing computational demands. Our experiments demon-
strate that, even with a high mask ratio, for instance, 80%,
the MCP strategy enables the model to learn superior repre-
sentations compared to the no-MCP baseline.

To address the issue (i), we freeze the consistent encoder
post-training, maintaining the invariance of view-consistent
representations during the distillation process for view-
specific representations. Additionally, we design a disen-
tangling module that minimizes the upper bound of mutual
information between the consistent and view-specific rep-
resentations, thereby extracting refined view-specific repre-
sentations. To prevent trivial solutions in the disentangling
module, we concatenate the consistent and view-specific
representations, employing view-specific decoders to re-
construct the original data. These integrated approaches
culminate in our novel multi-view representation learning
method, which we term Multi-view Representation learning
via Distilled Disentangling (MRDD). The key contributions
of this paper are outlined as follows:
• We illuminate fundamental challenges in multi-view rep-

resentation learning through a disentanglement lens, re-
vealing how these limitations impede the effectiveness of
existing models.

• We introduce a multi-view representation learning frame-
work centered on distilled disentangling, which offers
a fresh perspective on crafting low-redundancy view-
consistent and view-specific representations. Our exten-
sive experimental analysis confirms the superiority of our
approach over current state-of-the-art methods.

• Our experimental findings highlight two key insights: i) a
high masked ratio (e.g., 80%) significantly enhances the
quality of consistent representations; ii) reducing the di-
mensionality of consistent representations relative to spe-
cific representations markedly boosts the quality of their
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Figure 2. Illustration of the workflow of the proposed framework. The objective of stage I is to exploit the masked cross-view prediction
strategy to uncover view-consistent representations. Initially, a consistent encoder is employed to learn consistent representations from all
masked data. Ultimately, several decoders are utilized to predict the removed content in the corresponding views. The objective of stage
II is to obtain high-quality view-specific representations by filtering out consistency-related information in specific representations. We
assume the standard Gaussian distribution as the prior for all representations.

combined representations. We believe that these discov-
eries will inspire further research in the field of MvRL.

2. Related Work

Multi-view Representation Learning. The goal of
MvRL is to extract both shared and view-specific infor-
mation from multiple data sources, integrating them into a
cohesive representation that is advantageous for predictive
tasks [6, 19, 27, 39]. Existing approaches in this field gen-
erally fall into three categories: statistic-based [9, 29, 29,
35, 50, 50], deep learning-based [1, 18, 42, 46, 55, 60], and
hybrid methods [16, 40, 47]. More discussions are given in
the supplementary materials.

Our approach is categorized under deep learning-based
methods. We distinguish our work by utilizing deep learn-
ing’s capacity to handle large datasets effectively. More-
over, we address the interpretability challenges in represen-
tations by incorporating disentanglement techniques

Disentangled Representation Learning. Disentangled
representation learning (DRL) aims to unravel indepen-
dent control factors within latent representations [5, 36, 37,
53, 54]. As DRL encompasses a vast area, detailed in-
sights can be found in a comprehensive survey by Wang et
al. [48]. Here, we concentrate on DRL specifically within
the realm of multi-view learning. Multi-view DRL can be
broadly classified into two streams: model-based disentan-
gled methods [18, 41, 42, 57] and information-theoretic dis-
entangled methods [3, 11, 22, 56].

Model-based disentangled methods aim to compel the
model to differentiate between shared and view-specific in-
formation, often employing constraints like adversarial [61]
and contrastive constraints [18, 20]. For instance, Zhang et
al. [60] developed a framework with nested autoencoders:
the inner autoencoders focus on view-specific information,
while the outer ones consolidate this information to ex-
tract globally shared knowledge. However, these methods

are often constrained by their reliance on specific model
architectures. Information-theoretic disentangled methods,
on the other hand, strive for generalization. A representa-
tive work [3] utilizes the information bottleneck principle,
predicting each view’s data using information from other
views.

Our approach employs a distilled disentangling strategy,
initially extracting consistent representations across views
and subsequently decoupling each view to derive view-
specific representations.

Masked Modeling. The masked modeling technique is
a self-supervised learning approach that involves predict-
ing masked components based on the context. In natu-
ral language processing, BERT [23] employs masked se-
quences to enhance contextual understanding, a technique
now widespread in training large language models [2, 26,
31]. In the visual domain, denoising autoencoders [45]
use a similar principle to learn robust representations by
reconstructing corrupted parts of images. Recent stud-
ies [14, 28, 51] have demonstrated the efficacy of masked
modeling in learning effective representations from large-
scale vision datasets. Our work extends this concept, dis-
covering that masked modeling is beneficial for learning
shared information across different views, with a higher
masked ratio enhancing model generalization. To the best
of our knowledge, this is the first attempt to develop masked
modeling specifically for extracting consistent representa-
tions across multiple views.

3. Method

Given a multi-view dataset with n samples and v views
D = {x1, x2, · · · , xv|xi ∈ Rn×dxi}, where dxi is the di-
mensionality of i-th view. Our objective is to learn high-
quality view-consistent representations and view-specific
representations from D. To simplify the notation through-
out this paper, the subscript denotes jth data sample, and
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the superscript i indexes the view.

3.1. Overall Architecture

As shown in Fig. 2, our approach employs the two-stage
pipeline to obtain high-quality consistency and specificity
in the multi-view data. In the first stage, we use the ran-
dom masking technique to process multi-view data and ob-
tain masked multi-view samples. Then, we use a consis-
tent encoder Ec, to extract view-consistent representations
c from the visible blocks. These view-consistent repre-
sentations then serve as inputs for view-specific decoders,
generating reconstructed views We refer to this process as
Masked Cross-view Prediction. In the second stage, we
leverage a series of view-specific encoders {Ei

s}vi=1 to ex-
tract view-specific representations {si}vi=1. After that, we
use a disentangling module to minimize the mutual infor-
mation (MI) between the view-consistent representations c
and the view-specific representations {si}vi=1. Note that, for
interpretability of the representations, we require that the
consistency and specificity obey the standard normal dis-
tributions N (0, I). Below, we depict the details of mining
consistency and specificity, respectively.

3.2. Masked Cross-view Prediction Consistency

Multi-view consistency encapsulates the shared infor-
mation across different views. Building on this founda-
tional concept, we deduce a critical implication: an effec-
tive view-consistent representation has the capacity to pre-
dict diverse views of the same object concurrently, devoid
of supplementary information. Consequently, our objec-
tive is to obtain a representation that seamlessly encapsu-
lates distinct views. However, the presence of view-specific
content inherent to each view can hinder the extraction of
shared information. To address this challenge, we em-
ploy the masked technique, randomly obscuring a portion
of the original signals from multiple views, as illustrated in
Fig. 2. Subsequently, we utilize the visible blocks as in-
put for the consistent encoder, facilitating the learning of
view-consistent representations to predict each view. The
intuition behind this approach is that random masking di-
minishes view-specific information, compelling the consis-
tent encoder to discern consistency in the visible segments.
Moreover, the masked prediction can be viewed as a de-
noising process, thereby enhancing the robustness of view-
consistent representations. In practical applications, the
choice of the consistency encoder determines its approach.
If based on Transformers [44], it can directly handle visi-
ble blocks using patch techniques. Conversely, if employ-
ing convolutional networks [13], it can directly process the
masked data.

To enhance the interpretability of consistency, we as-
sume that the prior for view-consistent representations is
standard Gaussian distribution, i.e., p(c) ∼ N (0, I). There-

fore, the approximate posterior qϕ(c|{xi}vi=1) can be ex-
pressed as:

qϕ(c|{xi}vi=1) =

v∏
i=1

pϕ(c|xi), (1)

where ϕ is the trainable parameters of consistent encoder
Ec(·). However, Eq. (1) is intractable to optimize. To
address it, we can use the reparameterization trick [24] to
re-write the equality:

qϕ(c|{xi}vi=1) = N (µc, (σc)2) = µc + σcϵc, (2)

where ϵc ∼ N (0, 1). µc and σc are parameterized with
neural networks. For convenience, we can directly employ
vanilla variational autoencoders (VAEs) [24] to construct
MCP. To further ensure that the consistent encoder can learn
multi-view consistency, we adopt a series of decoders to
store view-specific content. Overall, we can derive the evi-
dence lower bound (ELBO) of multi-view consistency:

Lc = Eq(c|{x̂i}v
i=1)

[log p({xi}vi=1|c)]
−KL(qϕ(c|{x̂i}vi=1)∥p(c)),

(3)

where {x̂i}vi=1 is the masked version of {xi}vi=1. KL(·) is
the KL divergence. The purpose of Eq. (3) is to learn ef-
fective view-consistent representations by minimizing the
gap between masked data and original data while mak-
ing the posterior of consistency q(c|{xi}vi=1) try to match
its prior p(c). During the inference stage, we discard the
view-specific decoders and solely utilize the consistent en-
coder Ec(·) to obtain the consistent representations, i.e.,
c = Ec({xi}vi=1). The consistent encoder can accept both
masked inputs and original inputs in the inference process.

3.3. Distilled Disentangling Specificity

View-specific content typically encompasses specific se-
mantic details within a view, including angles, distances,
and positional information. In general, a view results
from the amalgamation of both view-specific and view-
consistent information through intricate higher-order inter-
actions. However, deducing these underlying higher-order
interactions from observational data poses a formidable
challenge. Consequently, the objective of this section is to
disentangle corresponding view-specific information from
diverse views in an environment characterized by unknown
interactions.

We having obtained view-consistent representations in
the previous section, a natural idea is to leverage this known
factor to explore the remaining information in multi-views.
We denote this approach as Distilled Disentangling (DD).
Specifically, we employ the consistent encoder trained in
the previous stage to generate the view-consistent repre-
sentations. Then, we employ a series of view-specific
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encoders {Ei
s(·)}vi=1 to obtain coarse view-specific repre-

sentations for each view. Following this, we employ the
DD module to obtain fine-grained view-specific representa-
tions {si}vi=1, by minimizing the upper bound of mutual
information between coarse view-specific representations
and view-consistent representations. Lastly, we concate-
nate the consistent representations and view-specific rep-
resentations, i.e., zi = [c, si], serving as the input to the
view-specific decoder Di

s(·). The intuition behind this strat-
egy is that, once view-specific representations are obtained
through the DD module, we can employ the decoders to
simulate higher-order interactions. This implies that the
higher the reconstruction quality, the higher the quality of
the disentangled representations we obtain.

Based on the previous description, we also assume that
the prior of the specificity variable is a standard normal dis-
tribution, i.e., p(si) ∼ N (0, I). Similar to the process of
modeling consistency, we have gθi(si|xi) as the posterior
for specificity, where θi is the trainable parameters of the
view-specific encoder Ei

s(·). Similar to Eq. (2), we also
have the equality: gθi(si|xi) = µi + σiϵi. To obtain disen-
tangled view-specific representations, we need to minimize
the mutual information upper bound between si and c:

I(si; c) ≡ E
(si,c)∼psi,c(·)

[log
p(si|c)
p(si)

]

= E
(si,c)∼psi,c(·)

[log
p(si|c)
g(si)

]−KL[p(si)∥g(si)]

≤ E
(si,c)∼psi,c(·)

[log
p(si|c)
g(si)

]

= KL[p(si|c)∥g(si)],
(4)

where g(·) is a variational marginal approximation. This in-
equality has two limitations: i) it necessitates non-negativity
of the KL-divergence, and ii) learning a good marginal ap-
proximation g(si) to match p(si) is a challenge. To address
it, we introduce the CLUB estimator [8] which use a vari-
ational distribution qθi(si|c) to approximate p(si|c), more
details given by [8]:

Li
d = ICLUB(s

i; c) := E
(si,c)∼psi,c(·)

[log qθi(si|c)]

− E
c∼pc(·)

E
si∼psi (·)

[log qθi(si|c)]

≥ I(si; c).

(5)

The benefit of Eq. (5) is that we can obtain disentangled
representations indirectly by minimizing Ld, which equally
minimize the mutual information upper bound between si

and c. Additionally, we can conveniently estimate qθi(si|c)
using neural networks.

To prevent the model obtaining trivial solutions during
the disentangling process, we concatenate all the disentan-

gled representations into a new vector zi = [si, c], and then
input zi into the corresponding view-specific decoder Di

s(·)
to obtain the reconstruction data, i.e., x

′i = Di
s(z

i). The
loss function for this process is as follows:

Li
r = E

zi∼qθi (z
i|xi)

[log p(xi|zi)]−KL[qθi(zi|xi)∥p(zi)].

(6)

Eventually, our loss function of the second stage contains
two parts:

Ls =
1

v

v∑
i=1

Li
d + Li

r (7)

where the first term is optimized to learn disentangled view-
specific representations. The second term is optimized to
maintain the reconstruction quality. The pseudo-code of
MRDD is given in the supplement.

4. Experiments
4.1. Dataset

We evaluate the proposed method and other competi-
tive methods using five multi-view datasets. There are: (a)
E-MNIST [30], which is a well-known benchmark dataset
consisting of 70,000 grayscale digit images (0-9) with 32×
32 pixels. The views contain the original digits and the
edge-detected version, respectively; (b) E-FMNIST [52],
which is a fashion dataset consisting of 32 × 32 grayscale
images of clothing items. We synthesize the second view by
running the same edge detector used to create E-MNIST; (c)
COIL-20 [33] and (d) COIL-100 [33] which depicts from
different angles containing grayscale images of 20 items
and RGB images of 100 items, respectively. We create a
three-view dataset by randomly grouping the images for an
item into groups of three; (f) Office-31 [38], which consists
of objects commonly encountered in office settings, such as
keyboards, file cabinets, and laptops. We leverage the Col-
orJitter method to construct a three-view dataset. We report
the dataset description in the supplement.

4.2. Baseline Models

We elvaluate two versions of the proposed method:
MRDD-c represents the use of only view-consistent rep-
resentations c, while MRDD-cs denotes the use of c
and the first view-specific representations s1. We set
up three categories of baseline models for compari-
son with MRDD, including (i) single-view disentangling
methods: Joint-VAE [10] and β-VAE [15]; (ii) model-
based multi-view disentangling methods: MFLVC [57],
EAMC [61], CONAN [18], CMC [41], and GCFAgg [59];
and (iii) information-theory-based multi-view disentan-
gling methods: Multi-VAE [56], MIB [11], DVIB [3], and
UNITER [58]. Our method falls into the third category. We
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E-MNIST E-FMNIST COIL-20 COIL-100 Office-31

Method ACCclu NMI ACCclu NMI ACCclu NMI ACCclu NMI ACCclu NMI

Joint-VAE [10] 42.81±0.03 35.45±0.05 37.22±0.58 26.94±0.31 61.98±2.60 74.14±0.82 55.85±1.49 77.53±0.61 25.19±0.60 29.30±0.34
β-VAE [15] 39.69±0.72 24.97±0.18 39.76±0.02 38.37±0.05 35.80±0.71 44.67±0.86 24.02±0.23 40.96±0.26 11.89±0.44 13.53±0.09

MFLVC† [57] 65.98±0.06 59.08±0.04 48.48±0.15 46.62±0.12 36.98±2.07 67.16±1.99 35.03±1.14 73.19±1.16 32.09±0.21 29.39±0.07
CONAN† [18] 50.22±0.02 44.42±0.01 48.70±0.11 41.41±0.01 55.94±0.88 63.98±0.46 54.04±1.37 74.73±0.47 13.51±0.24 17.11±0.22
CMC† [41] 64.16±1.04 59.84±0.77 50.13±0.42 46.24±0.41 58.03±1.18 71.23±1.22 57.19±0.94 78.16±1.07 34.28±0.32 29.75±0.19
EAMC† [61] 49.17±0.32 46.28±0.34 45.44±1.08 42.76±1.03 58.19±1.93 75.13±1.21 60.31±0.84 73.13±0.91 33.16±0.19 30.08±0.13
GCFAgg† [59] 67.10±0.88 61.34±0.62 43.09±0.07 40.25±0.21 55.79±1.66 75.08±1.38 45.71±1.35 70.22±1.82 31.17±0.21 28.54±0.31

Multi-VAE [56] 60.74±0.23 59.03 ±0.18 53.16±0.14 54.47±0.06 65.77±1.04 78.22±1.03 48.87±0.03 45.29±0.15 31.27±0.27 27.84±0.39
MIB [11] 53.16±0.43 48.06±1.03 53.71±0.72 52.66±0.59 53.60±0.89 80.61±0.76 53.27±0.13 81.53±1.05 33.08±0.26 29.94±0.35
DVIB [3] 47.80±0.01 33.29±0.02 30.23±0.85 43.36±0.30 57.47±1.55 68.27±0.95 36.75±0.48 25.54±0.36 29.24±0.38 28.69±0.21
UNITER [58] 65.35±0.11 59.71 ±0.25 53.07±0.83 51.19±0.10 67.54±0.99 79.60±1.41 50.12±0.44 54.77±0.33 34.40±0.02 30.22±0.07

MRDD-c (Ours) 70.34±0.05 63.49±0.02 50.11±0.09 53.55±0.08 63.96±0.03 73.88±0.03 65.29±0.16 84.95±0.07 30.06±0.59 28.14±0.15
MRDD-cs (Ours) 75.93±0.12 69.00±0.41 58.25±0.27 59.93±0.39 69.18±0.44 81.52±0.14 62.00±0.27 83.65±1.04 37.14±0.98 39.26±0.53

∆ SOTA +8.83 +7.66 +4.54 +4.86 +1.64 +0.91 +4.98 +3.34 +2.86 +9.04

Table 1. Clustering results (%) on five datasets. Bold denotes the best results and underline denotes the second-best. † denotes we set
the dimensionality of latent representations as 10. All results are reproduced using the officially released code.

evaluate the clustering and classification performance of all
comparative models using k-means and support vector clas-
sification (SVC). Each model undergoes 10 runs, and we re-
port their average values and variances. Notably, for single-
view methods, we select the results from the best view as
the evaluation outcome. In the case of multi-view methods
limited to two views, we choose the optimal two views as
inputs for these models, such as MIB and DVIB.

4.3. Implementation Details

We implement the proposed method and other non-linear
comparison methods on the PyTorch 2.0.1 [34] platform,
running on Ubuntu 18.04 LTS utilizing one GPU (NVIDIA
GeForce RTX 2080 Ti with 12 GB of memory). For sim-
plicity, we use convolutional networks to build the encoders
and decoders2. For all experiments, we default the masked
ratio of MCP to 70%, and both the dimensions of consis-
tency and specificity are set to 10. It is worth noting that
the MCP’s masked ratio is set at 70% to strike a balance be-
tween minimizing information loss and optimizing encoder
computation cost. We train two stages of our model for 200
epochs, respectively. We use the Adam optimizer with a
batch size of 512 for the model and then employ the co-
sine annealing learning rate scheduler with an initial learn-
ing rate of 5×10−4. To ensure a fair comparison, we use the
recommended optimal settings from the original paper for
other baseline models. In the classification task, we split the
dataset into a training set and a test set in a ratio of 80:20.

4.4. Evaluation Metrics

In order to evaluate clustering performance, two stan-
dard evaluation metrics are used: clustering ACCuracy

2Network structure details are given in the supplement.

E-MNIST COIL-100 Office-31

Method ACCcls F-Score ACCcls F-Score ACCcls F-Score

Random 10.00±0.08 10.00±0.08 1.10±0.15 1.08±0.13 3.17±0.15 3.13±0.14
Joint-VAE[10] 81.16±0.18 80.97±0.20 86.73±0.86 85.94±0.80 42.32±1.10 40.51±1.15
β-VAE [15] 43.82±0.38 41.84±0.39 30.87±1.15 25.64±0.83 28.09±0.75 25.25±0.94

CONAN† [18] 61.42±0.36 59.07±0.36 62.45±1.30 57.33±0.61 47.07±1.47 44.79±1.41
CMC† [41] 93.86±0.04 93.05±0.01 80.29±0.51 79.48±1.10 51.33±0.46 50.87±0.62
Multi-VAE [56] 92.73±0.16 92.76±0.16 74.11±2.18 70.78±0.95 62.53±1.17 62.20±1.39
MIB [11] 90.81±0.30 90.03±0.49 79.01±0.04 78.63±0.09 61.48±0.43 60.79±0.39
DVIB [3] 84.14±0.19 83.98±0.24 67.22±0.73 66.34±1.16 58.12±0.87 56.52±0.77
UNITER [58] 94.21±0.16 94.11±0.38 84.26±1.05 84.23±1.21 69.33±1.42 67.51±0.99

MRDD-c (Ours) 93.69±0.17 93.67±0.18 86.67±1.65 84.86±1.96 53.04±0.83 48.92±1.38
MRDD-cs (Ours) 98.37±0.09 98.36±0.09 91.17±1.21 90.06±1.15 73.51±0.28 72.71±0.44

∆ SOTA +4.16 +4.25 +4.44 +4.12 +4.18 +5.2

Table 2. Classification results (%) on three datasets. Bold de-
notes the best results and underline denotes the second-best. †
denotes we set the dimensionality of latent representations as 10.
All results are reproduced using the officially released code.

(ACCclu) and Normalized Mutual Information (NMI).
Readers seeking further details on these metrics are referred
to [25]. It is important to note that the validation process of
clustering methods is limited to cases where ground truth
labels are available. For classification, ACCcls and F-Score
are used as evaluation metrics. In all cases, a high value
indicates better performance3.

4.5. Comparison Results and Analysis

We evaluate the performance of all baseline models on
five datasets for both clustering and classification tasks4,
as shown in Tables 1 and 2. These results indicate that,
under the same experimental settings, the representations
extracted by our method significantly improve the perfor-

3The details of the evaluation metrics are given in the supplementary
materials.

4More results are given in the supplement.
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Method E-MNIST E-FMNIST COIL-20 COIL-100 Office-31

MRDD-cs (baseline) 98.37 88.78 95.97 91.17 73.51
only stage I 93.69 82.51 88.18 86.67 53.04
only stage II 62.13 58.64 69.65 61.28 40.68
w/o MCP 93.12 83.11 89.48 86.93 61.45
w/o Ld 94.57 83.07 90.72 85.37 58.92
w/o Lr 90.63 76.88 86.90 88.96 50.04

Table 3. Components ablation study. Classification accuracy
scores (%) on five dataset. Best results are in bold.

mance of downstream tasks. At the same time, we find that
MRDD-c exhibits superior performance in both ACCclu

and NMI metrics compared to MRDD-cs. This suggests
that naively concatenating features may lead to a degrada-
tion in the performance of the representation. In addition,
the results on COIL-20 and COIL-100 indicate that Joint-
VAE outperforms the majority of multi-view methods, such
as MFLVC, CMC, and GCFAgg, in terms of evaluation met-
rics. This outcome highlights that the quality of views can
impact the quality of representations, consequently leading
to a degradation in the performance of fused representa-
tions.

4.6. Ablation Study

Components study. We conducted ablation experiments to
evaluate the effects of different components in the proposed
method MRDD-cs, as shown in Table 3. In the case of us-
ing only Stage I and Stage II respectively indicate that our
framework is superior to any of the two independent com-
ponents. Moreover, the results of using only Stage II sup-
port our hypothesis that it is difficult to extract high-quality
multi-view representations in an unsupervised environment
without additional information. On the other hand, the abla-
tion results show that removing MCP will degrade the per-
formance of our method. Notably, the ablation experiments
of Ld and Lr demonstrate that removing Lr has a more sig-
nificant negative impact on our method.
Masked ratio and strategies. In this study, we conduct
a series of ablation studies focusing on the MCP compo-
nent, applying various masked ratios and masking strate-
gies. The results of Fig. 3 show a notable trend: an increase
in the masked ratio correlates positively with the model’s
classification performance. It is observed that, for the ma-
jority of the datasets examined, an optimal performance is
attained at a masked ratio of 70%. This observation aligns
well with the findings reported in prior studies. Interest-
ingly, specific datasets, notably COIL-20 and Office-31, ex-
hibited a peak in classification accuracy at a high masked
ratio of 80%. Furthermore, it was observed that even at a
masked ratio of 90%, the decrement in performance was not
pronounced. This resilience in performance at high masked
ratios can be postulated to stem from the multi-view con-
text employed, wherein the model retains the capability to
assimilate valuable representations from the visible blocks
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Figure 3. Masked ratio. Classification accuracy scores (%) for
masked ratios range from 0% to 90% on five datasets.

Strategy E-MNIST E-FMNIST COIL-20 COIL-100 Office-31

Random 98.37 88.78 95.97 91.17 73.51
Block-wise [12] 96.90 87.24 94.55 89.79 70.14
Grid-wise [14] 97.15 87.62 93.19 90.03 71.43

Table 4. Masked strategy. Classification results (%) of three
masked strategies (e.g., random, block-wise, and grid-wise) with
the masked ratio of 70% on five datasets. Best results are in bold.

of alternate views.
Furthermore, our research included an exploration of

three distinct masking strategies—random, block-wise, and
grid-wise—to evaluate their respective impacts on the
model’s performance. By default, our methodology utilized
the random strategy. The comparative analysis of these
strategies, as depicted in Table 4, indicates that the differ-
ences in performance metrics among the three strategies are
relatively marginal. Notably, the random strategy outper-
formed the others across all datasets. The performance of
the block-wise strategy was observed to be inferior com-
pared to the other two. We conjecture that this underper-
formance may be attributed to the block-wise strategy’s in-
herent design, which involves the removal of large blocks,
potentially leading to the concurrent loss of shared informa-
tion.
The dimensionality of consistency and specificity. We
study the effects of view-consistent and view-specific rep-
resentations extracted by our method in different dimen-
sions5. We set the range of view-consistent representation
dimensions to {5, 10, 15, 20} and the view-specific repre-
sentation dimension to {5, 10, 15, 20, 40}. Fig. 4 shows
that when the consistent representation dimension is fixed,
the clustering performance is positively correlated with
the view-specific representation dimension. Our method
achieved the best clustering performance on the E-MNIST
and E-FMNIST datasets when the consistent representation
dimension is 15 and the specific representation dimension is
40. On the other hand, Fig. 4 indicates that a large dimen-
sion of consistent representations can lead to performance
degradation. For example, when the consistent representa-
tion dimension is set to 20, the clustering results were infe-
rior to the consistent representation dimension of 15.

5More results are given in the supplement.
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(a) E-MNIST (b) E-FMNIST

Figure 4. The clustering results (%) of the different dimensions
of consistency and specificity on the E-MNIST and E-FMNIST
datasets. The x-axis represents the consistency dimension, the y-
axis represents the specificity dimension, and the z-axis represents
the clustering accuracy.

Type E-MNIST E-FMNIST COIL-20 COIL-100 Office-31

c 70.34 50.11 63.96 65.29 30.06
s1 55.93 59.73 63.14 60.29 34.42
s2 43.32 59.40 63.44 59.92 32.51
s3 - - 63.19 61.46 33.80
c+ s1 75.93 58.25 69.18 62.00 37.14
concat. 73.16 58.10 63.26 60.90 40.84

Table 5. The clustering results (%) of different types of represen-
tations on five datasets, where c represents view-consistent repre-
sentations, si represents the i-th view-specific representations, and
concat. represents concatenating all representations. Best results
are in bold.

The contributions of consistency and specificity. We
evaluate the clustering results of view-consistent and view-
specific representations on five datasets. From Table 5, we
note that the manner in which features are combined ex-
erts a pronounced effect on the performance of downstream
tasks. This is attributable to the fact that we have generated
additional views by applying data augmentation to a single
view, resulting in the first view containing a greater quan-
tity of information. Consequently, the use of just the c+ s1

feature combination can achieve superior performance. On
the other hand, we also observe that a simple concatenation
of all features introduces redundancy, which in turn dimin-
ishes the performance of downstream models. These exper-
imental findings suggest that a singular approach to feature
fusion is unlikely to have a universally positive impact on
all tasks.

4.7. Visualization

We visualize the representations of MRDD-c and
MRDD-cs on the E-MNIST and E-FMNIST datasets6.
Fig. 5 indicates that view-consistent representations can dis-
tinguish different samples at a coarse level. However, after
incorporating view-specific representations, the discrimina-
tive ability of the representations is enhanced, especially ev-
ident in the E-MNIST dataset.

6More visualization results are given in the supplement.
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Figure 5. Visualization of the representations of MRDD-c and
MRDD-cs using t-SNE [43] on the E-MNIST and E-FMNIST
datasets.

5. Discussion and Conclusion

This work attempts to address the problem of obtaining
high-quality multi-view consistent and specific representa-
tions from the perspective of representation disentangling.
Extensive experimental results reveal that: i) A high masked
ratio can enhance the performance of view-consistent rep-
resentations while reducing computational costs. ii) Dimin-
ishing the size of the view-consistent representations in rela-
tion to view-specific representations substantially enhances
the efficacy of their integrated representations. iii) The role
of view-specific representations in predictive tasks is signif-
icant, and the mere aggregation of all representations might
lead to suboptimal performance.

Although the proposed method is adept at disentangling
consistency and specificity, the efficacy of this decoupling
is contingent upon the quality of the consistent represen-
tations. On the other hand, while the MCP enhances per-
formance and efficiency, it also increases the instability of
training. In complex scenarios, the consistent representa-
tions obtained by MCP make it challenging to reconstruct
the original data. Our future work will consider how to re-
duce the dependency between the two stages and improve
the stability of the MCP module.
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