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Abstract

Despite extensive research on training generative adver-
sarial networks (GANs) with limited training data, learn-
ing to generate images from long-tailed training distribu-
tions remains fairly unexplored. In the presence of im-
balanced multi-class training data, GANs tend to favor
classes with more samples, leading to the generation of
low quality and less diverse samples in tail classes. In this
study, we aim to improve the training of class-conditional
GANs with long-tailed data. We propose a straightforward
yet effective method for knowledge sharing, allowing tail
classes to borrow from the rich information from classes
with more abundant training data. More concretely, we
propose modifications to existing class-conditional GAN ar-
chitectures to ensure that the lower-resolution layers of the
generator are trained entirely unconditionally while reserv-
ing class-conditional generation for the higher-resolution
layers. Experiments on several long-tail benchmarks and
GAN architectures demonstrate a significant improvement
over existing methods in both the diversity and fidelity of
the generated images. The code is available at https:
//github.com/khorrams/utlo.

1. Introduction
In the past few years, research on Generative Adversarial
Networks (GANs) [7] has led to remarkable advances in
generating realistic images [2, 17, 41]. Conditional GANs
[29] (cGANs) have garnered particular attention due to their
ability to accept user inputs which can additionally guide
the generation process. They enable a wide range of ap-
plications such as class-conditional image generation [42],
image manipulation [43], image-to-image translation [12],
super-resolution [22] and text-to-image synthesis [52].

Despite the advances, past research on cGANs has fo-
cused primarily on learning from balanced data. In real-
world scenarios, however, data often follows a power-law
distribution, with a few classes dominating most of the

Baseline (FID: 9.8)

Baseline + Ours (FID: 6.6)

All (2) Training Images in Tail Classes

Figure 1. Generating images from rare tail classes in the Flowers-
LT with only two training images. Our proposed approach allows
for a more diverse set of features such as backgrounds, colors,
poses, and object layouts to be infused into the tail classes.

training data. This is referred to as the “long-tail (LT) prob-
lem” [55], where most of the training data come from a few
classes (referred to as the “head” of the distribution). In
contrast, data from a large number of classes rarely occur
(referred to as the “tail” of the distribution). This imbal-
ance in data poses a challenge to the effective learning of
tail classes, as standard machine learning algorithms tend
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to favor densely sampled regions of the input distribution.
Although there has been a surge of interest in the long-

tail problem in recent years, the focus has been primarily on
recognition tasks [49]. Generative learning on the long-tail
data, particularly cGANs which is the focus of this work,
remains underexplored. Recently, [36, 37] identified mode
collapse on tail classes as a result of the spectral norm ex-
plosion in class-conditional BatchNorms and the collapse
of the latents in the StyleGANs W space. While tech-
niques such as regularization, normalization, and/or class-
balancing techniques [49] might improve the performance
of long-tail generative models to some extent, their effec-
tiveness is limited. The primary challenge in the long-tail
problem is the under-representation of tail classes in the
training data, e.g., in Fig. 1 each tail class contains merely 2
training images, resulting in insufficient observation of the
tail classes by the learning algorithm.

To address this challenge, we propose to leverage the
abundant information in the head classes, with the aim to
learn and infuse knowledge from the head classes into the
tail ones, thereby enriching the training distribution for the
latter. However, it is very difficult to explicitly disentan-
gle the class-specific information pertaining to head classes
from class-independent information shared between head
and tail classes. We make a key observation that the sim-
ilarity between head and tail instances is often higher at
lower resolutions: discriminative features such as shape or
specific texture are usually unveiled at higher resolutions.
Conversely, information from the lower resolutions tends
to be more class-independent such as background, config-
uration, or direction of objects (Fig. 6), thus can be shared
between the head and tail classes.

Building upon this observation, we propose Uncondi-
tional Training at LOwer resolution (UTLO), a novel ap-
proach for training cGANs in the long-tail setup. In addition
to the standard conditional GAN objective, UTLO trains the
intermediate low-resolution output of the generator with an
unconditional GAN objective. The unconditional GAN ob-
jective encourages the learning of low-resolution features
common to both the head and tail classes, which are infused
into the subsequent layers of the generator, particularly ben-
efiting the under-represented tail classes.

Through extensive experiments and analysis on several
long-tailed datasets, we demonstrate that using UTLO to
combine high-resolution conditional and low-resolution un-
conditional training effectively facilitates knowledge shar-
ing between head and tail classes, thereby improving the
overall generative modeling of cGANs in the long-tail
setup. Due to the strong class imbalance in the long-tailed
data, naive usage of existing GAN metrics can be mislead-
ing. To mitigate this issue, we propose a few practices to
adapt commonly-used GAN metrics to the long-tail setup.

Below, we highlight our main contributions:

• We propose UTLO, a novel knowledge-sharing frame-
work tailored for training cGANs in the long-tailed setup.
UTLO allows infusing information from the head classes
to the tail classes via an additional unconditional objec-
tive applied to the low-resolution part of the cGAN gen-
erator. To the best of our knowledge, this work is the
first to demonstrate that not all layers in a cGAN need to
receive class-conditional information, i.e., a cGAN fea-
turing a partially unconditional generator.

• We present a set of practices and metrics designed to
adapt the commonly-used GAN evaluation metrics for
long-tail setups, enabling a more precise evaluation of the
image generation quality.

• Through extensive experiments across multiple bench-
marks and architectures, we validate the effectiveness of
our proposed method in improving the training of cGANs
in the long-tail setup, achieving state-of-the-art results
across several long-tail datasets.

2. Related Work
Conditional Generative Adversarial Networks The ini-
tial work on conditional image generation using GANs [7]
was presented by [29], in which the class conditions were
concatenated to the inputs of the generator and discrimina-
tor networks. The AC-GAN [33] proposed the use of auxil-
iary classification in the discriminator. [2] introduced Big-
GAN and set a milestone in large-scale and high-resolution
conditional image generation. The authors of StyleGAN
[17, 18] first map the input noise and class condition to a la-
tent style space, which is then passed to the multiple layers
of the generator for image synthesis. More recently, an ex-
tension of the StyleGAN called StyleGAN-XL [41] has be-
come the state-of-the-art in conditional image generation on
several datasets and outperforms more complex and time-
consuming approaches such as diffusion models [6].
GAN Regularization under Limited Data Training GANs
under limited data is challenging as the discriminator can
memorize the training samples, resulting in the collapse of
the training or quality degradation of the generated images.
Recently, data augmentation and regularization techniques
have been incorporated into GAN training as a means to
mitigate this problem [15, 17, 46, 53, 57, 58]. Addition-
ally, [47] introduced a regularization term to the GAN ob-
jective, which tracks the predictions of the discriminator for
real and generated images using separate moving averages.
[21] employed off-the-shelf vision models in an ensemble
of discriminators, demonstrating improved performance in
both limited-data and large-scale GAN training.

In the context of few-shot image generation, Fast-
GAN [23] proposed a lightweight architecture with a self-
supervised discriminator. [34] introduced cross-domain dis-
tance consistency in order to transfer diversity from a source
domain to a target domain. Subsequently, [19] proposed
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a latent-mixup strategy to smooth the latent space through
controlled latent interpolation.

Recently, [42, 57] have observed that class-conditioning
can cause mode collapse in the limited data regime. Their
proposed work learns from limited but balanced/unlabeled
data, which is different from our setup: heavily imbalanced
long-tail data. [42] proposed Transitional-cGAN, a train-
ing strategy that starts with unconditional GAN objective
and injects class-conditional information during a transi-
tion period. This approach was found to be effective in
mitigating mode-collapse in the limited data regime. Our
main idea of separating pathways between low-resolution
and high-resolution is novel w.r.t. [42]: to promote knowl-
edge sharing, we modify the cGAN architecture so that the
lower-resolution part of the generator is entirely uncondi-
tional while only the higher-resolution part is conditional
and received class-conditional information.
Long-tail Recognition To address the long-tail recognition
problem [49, 55], previous research has primarily focused
on techniques such as class re-balancing [3, 28, 38], learn-
ing algorithm and model design [13, 14, 59], and informa-
tion augmentation [24, 45, 48]. More related to our work,
re-sampling [8, 56] has been widely used to handle class
imbalance problems. This involves balancing the number of
samples used during training through over-sampling and/or
under-sampling. Oversampling increases the frequency of
tail classes [9, 31] while under-sampling reduces the im-
balance by reducing the frequency of head class instances
[25, 50]. Note that our research diverges from prior studies
on long-tail recognition by addressing the more challenging
task of generative modeling of the long-tail data, as opposed
to the conventional long-tail classification task.
Training GANs on Long-tail Data Recent years have seen
a growing interest in learning from long-tail data. However,
most focus has been directed toward recognition tasks, with
a limited number of studies addressing the development
of generative models for long-tail data. GAMO [31] uses
adversarial training to over-sample from minority classes.
[35] introduced class-balancing regularization to the GAN
objective, which leverages the predictions of a pretrained
classifier to improve the generation of underrepresented
classes in an unconditional setting. However, this method
trains an unconditional GAN and is restricted to having ac-
cess to a pre-trained classifier on the long-tail data to guide
the training. The most closely related work to ours is the
Group Spectral Regularization (GSR) [36] and NoisyTwins
[37] regularizations. The authors identified mode collapse
on tail classes as a result of the spectral norm explosion
in class-conditional BatchNorms and the collapse of the la-
tents in the StyleGANs W space, respectively. In contrast,
we present a novel approach for sharing knowledge between
head and tail classes to enhance long-tail learning, which is
orthogonal to regularization techniques. In addition, while

[37] is restricted to StyleGANs, our framework can be ex-
tended to different GAN architectures.

3. Taming the Tail in cGANs
3.1. Background: Conditional Generative Adver-

sarial Networks
Conditional Generative Adversarial Networks (cGANs) are
suitable for many applications due to providing user control
over the generated samples at inference time. This is par-
ticularly helpful in the long-tail setup, where it is desirable
to explicitly generate samples from rare (tail) classes. In
contrast, unconditional GANs are likely to generate samples
that track the training distribution, resulting in most samples
coming from common (head) classes. To train a cGAN over
a dataset containing n instances X = {x1, . . . ,xn} and
their corresponding labels Y = {y1, . . . , yn} , we can for-
mulate the adversarial training objective that alternatively
optimizes the following loss terms,

LD

c
= Ex,y[fD (�D(x|y))] + Ez,y[fD (D (G (z, y)))]

LG

c
= Ez,y[fG (�D (G (z, y)))] (1)

where G and D are the generator and discriminator net-
works with their corresponding loss functions fG and fD

[27]; x|y ⇠ pdata(x|y) is real data drawn from class y. The
generator G conditions on both z ⇠ pz(z), a random noise
vector from a prior distribution over latent space, and y, the
class conditioning vector. This adversarial training objec-
tive encourages the cGAN to reach an equilibrium between
the generator and the discriminator, resulting in the gener-
ator producing realistic samples indistinguishable from real
data by the discriminator.

3.2. Caveat of Training cGANs on Long-tail Data
Training GANs on long-tail data is challenging due to the
inherent difficulty in modeling the rare examples that com-
prise the tail of the data distribution. This skewness in the
data distribution hinders balanced learning across classes.
In particular, the discriminator does not see enough exam-
ples from the tail of the distribution during training, which
can lead to poor discriminative signals for the generator. As
a result, the generator learns to generate a small subset of
the possible outputs that fools the inadequately learned dis-
criminator – exhibiting a classic “mode collapse” scenario.

Although regularizations introduced in [36, 37] can help
mitigate the collapse of learning in tail classes that contain a
sufficiently large number of samples, we still observe mode
collapse occurring when a very limited number of samples
are in tail classes, which is inherently challenging. This can
be seen in Fig. 2 for tail classes of CIFAR100-LT with as
few as 5 training instances. Although early-stopping can be
adopted to obtain reasonable performance, the key in boost-
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Figure 2. Convergence of different methods on CIFAR100-LT
(⇢ = 100), where tail classes have as few as 5 training examples.
Incorporating our framework into the baseline alleviates overfit-
ting as a result of knowledge sharing from head to rare tail classes.

ing the performance would be an approach to infuse addi-
tional diversities into the tail classes rather than only relying
on techniques such as regularization.

3.3. Knowledge Sharing via Unconditional Training
at Lower Resolutions (UTLO)

We devise a novel generative adversarial network (GAN)
training scheme for long-tail data that aims to share knowl-
edge from predominant head classes to rare tail classes,
assuming some of the tail and head classes are at least
coarsely similar. We propose a framework that uses uncon-
ditional learning in low-resolution images / features at an
intermediate layer of the generator using the unconditional
GAN objective. This helps with learning universal features
from both head and tail classes. The subsequent layers, re-
sponsible for introducing finer details at higher resolutions,
are trained using a class-conditional GAN objective.

In our proposed framework, we perform conditional
training on the high-resolution image output from the final
layer of the generator network. This is built upon the fea-
tures learned at lower layers through the use of an uncon-
ditional objective, inheriting features primarily from head
classes. The conditioning on the class labels gives control
at the inference time to explicitly generate images from tail
classes, meeting our design desideratum. The combination
of unconditional and conditional objectives using our pro-
posed method enables knowledge sharing, which, in turn,
improves the quality of GAN training on long-tail data.

Our framework is general and applicable to many GAN
architectures. In this section, we illustrate the application
of our framework on StyleGAN2 with adaptive data aug-
mentation (ADA) [17], a state-of-the-art and solid baseline
for training GANs, particularly in the limited data regime.
In the following, we demonstrate the necessary modifica-
tions to the architecture of the generator and discriminator
networks. Although we show the necessary modifications
for StyleGAN2-ADA, our method can be easily extended
to other GAN architectures such as FastGAN [23], which is
also used in our experiments (see Section 4).

3.3.1 Modifying the Generator

In the generator design of the StyleGAN2-ADA [17, 18],
the class-conditional information, combined with the latent
vector, is first embedded in the style space w using the
style-mapping network Gmap. The style vectors are then
broadcasted across the layers of the synthesis network Gsyns
in order to generate diverse images. To meet our design
desideratum, we dissect the synthesis network into two sub-
networks Gsyns = Gh � Gl where Gl represents the ear-
lier part of the network that produces intermediate features
and/or images at a low resolution L ⇥ L. Gh on the other
hand, represents the latter part of Gsyns that generates the
output image at the high resolution H ⇥ H where H > L.

To block the flow of class-conditional information to the
lower layers of Gsyns, we generate separate w vectors, one
containing the class-conditional embeddings, referred to as
wz,y , while for the other one, referred to as wz , class in-
formation was set to zero. Note that both vectors share
the same latent variable z and mapping network Gmap pa-
rameters, and the only difference is the presence of class-
conditional information. The lower layers of the synthesis
network Gl are conditioned on wz while the subsequent lay-
ers at higher resolutions receive wz,y (see Fig. 3).

Generators typically follow a network design that gradu-
ally increases the resolution of intermediate features and/or
images as the network progresses. This allows us to select
a desired low-resolution, such as 8 ⇥ 8 or 16 ⇥ 16, during
training. Recent generator designs often incorporate skip
connections [16] or residual connections [30] to improve
gradient flow. The generator of StyleGAN2-ADA uses skip
connections, which explicitly generates intermediate RGB
images at each layer. We take this low-resolution image
as the input to the discriminator. Note that in the case of a
generator design that uses residual connections, a 1⇥1 con-
volutional layer can be incorporated to convert the residual
channels to RGB channels.

In a forward pass through the generator, images at low
and high resolutions can be generated simultaneously with-
out additional overhead. By inputting a latent code z ⇠
pz(z) and a target label y, we can obtain an unconditional
synthetic image x̂l 2 R3⇥L⇥L along with a conditional
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Figure 3. The proposed framework, UTLO, illustrated for the StyleGAN2-ADA architecture. Low and high resolution image pathways are
used for unconditional and class-conditional objectives, respectively. z is the input latent code, y indicates the class embeddings, and c is
a constant input. Separate style vectors, wz (class-independent) and wz,y (class-conditional), are generated using the same z and a shared
style-mapping network Gmap which are then passed to Gl and Gh, respectively. The high-resolution generated image x̂ 2 R3⇥H⇥H is
passed through the discriminator D = Dl � Dh to calculate the conditional objective Lc while the low-resolution image x̂l 2 R3⇥L⇥L

is passed only through Dl to calculate the unconditional objective Luc. The final objective L is the combination of the two. While Dl

is shared, two separate prediction heads (FC layers) are used for unconditional and conditional objectives. The fromRGB is designed to
increase the dimensionality of RGB channels to match the input channels of the Dl.

high-resolution synthetic image x̂ 2 R3⇥H⇥H at the out-
put. While x̂ is trained to be from class y, x̂l has no class-
specific constraints. At inference time, the intermediate im-
ages can be discarded.

3.3.2 Modifying the Discriminator

Opposite to the generator design, discriminators gradually
reduce the resolution of the intermediate features as the
network progresses. In order to pass images to an inter-
mediate layer of the discriminator, we dissect it into two
sub-networks. Formally, we define the discriminator as
D = Dl � Dh where Dh represents the earlier part of the
original network that takes the images at training resolution
R3⇥H⇥H . On the other hand, Dl represents the latter part of
the discriminator taking a lower resolution input RC⇥L⇥L

with C channels.
The default discriminator design in StyleGAN2-ADA

uses residual connections. This does not allow direct pass-
ing of RGB inputs to the intermediate layers. To overcome
this, we add a 1⇥1 convolutional layer, referred to as “from-
RGB”, that increases the channels of the RGB images to
match C, the number of input channels of Dl.

More concretely, Dl is a shared network in both the
unconditional low-resolution and class-conditional high-
resolution image pathways (see Fig. 3). To obtain sepa-
rate unconditional and conditional predictions, we use two
different fully-connected (FC) layers at the final layer of
Dl. The output of the Dh and the low-res image x̂l are
passed through the Dl which are then used for calculating
the class-conditional loss Lc and unconditional loss Luc,
respectively.

Note, when passing real images to Dl for the uncondi-
tional loss, they are first downsized to the low-resolution
L ⇥ L using bi-linear interpolation to be comparable with

the ones generated from Gl. They are then passed through
the fromRGB layer and consequently Dl. For the class-
conditional loss, the original images are passed to D with-
out any modification.
3.3.3 Final Training Objective

The final objective of our framework is simply a combina-
tion of the conditional and unconditional GAN losses, using
a weighting parameter �. To put it formally we have,

LD = LD

c
+ � · LD

uc
, LG = LG

c
+ � · LG

uc
(2)

where LD

c
and LG

c
represent the class-conditional losses for

the discriminator and generator, respectively (as outlined in
Eq. 3.1), and LD

uc
and LG

uc
represent their unconditional

counterparts, where x is sampled from pdata(x) instead of
pdata(x|y). The overall framework of our proposed method
is depicted in Fig. 3.

4. Experiments
4.1. Setup
Datasets. We use 6 different long-tailed datasets in our
experiments: CIFAR10 and CIFAR100[20], LSUN [51],
Flowers [32], iNaturalist2019 [11], and AnimalFaces [44].
This selection is intended to encompass a wide spectrum
of image domains, dataset sizes, resolutions, and imbalance
ratios (denoted as ⇢). ⇢ represents the ratio of the number
of training samples between the classes with the most and
the least number of examples. To ensure the tail classes
stay few-shot, we keep the number of images in the smallest
tail classes under 50 [49]. A detailed description of these
datasets is provided in Supp. A.
Baselines. In order to demonstrate the effectiveness of our
proposed method, we use various cGAN architectures cov-
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ering different generator and discriminator designs and data
augmentation pipelines:
• StyleGAN2 with Adaptive Data Augmentation (ADA)

[17]. We also integrate Transitional training [42], Group
Spectral Regularization (GSR) [36], and NoisyTwins [37]
to this baseline.

• Projected GAN (PGAN) [40]: we use projected discrim-
inator with Differentiable Augmentation (DA) [57]. We
also add GSR [36] to this baseline.
For comprehensive details on the baselines, hyperparam-

eters, and implementation please refer to Supp. F.

4.2. Evaluation Metrics For Long-Tail Datasets
Evaluating the images generated by GANs on a long-tailed
setup poses challenges, primarily due to the imbalanced
data and access to a limited number of samples for the tail
classes. For our experiments, we employ widely-used GAN
metrics: Fréchet Inception Distance (FID) [10], and Ker-
nel Inception Distance (KID) [1]. Following [10, 17], we
report all metrics by computing statistics between 50k gen-
erated images and all available training images. In the fol-
lowing, we present a set of practices for adapting the afore-
mentioned metrics to the long-tail setup.

First, when a larger and (more) balanced dataset follow-
ing the long-tail training data distribution is available, it is
used for metric calculation, e.g., full CIFAR10 before arti-
ficial imbalance. For naturally imbalanced datasets such as
iNaturalist2019, we use the unmodified training set to cal-
culate metrics. Note that when generating images for eval-
uation, we sample from the same distribution as the avail-
able real dataset, which may be imbalanced. While FID and
KID indicate how well the real data distribution matches the
generated images across all classes, we suggest additional
metrics to mitigate the disproportionate influence of head
classes in data statistic calculations.

In response to the varied number of training instances
across classes in a long-tail setup, we propose evaluating
metrics specifically on few-shot (FS) categories [49]. We
calculate the FID and KID for the few-shot subset and re-
fer to them as “FID-FS” and “KID-FS”, respectively. This
is tailored to evaluate the quality of generated samples in
the tail classes. Contrasting with the standard FID/KID, we
maintain an equal number of real images across all classes
during our FID-FS/KID-FS calculation. This emphasizes
learning quality on tail classes, irrespective of any imbal-
ances that might be present in the few-shot subset. Re-
porting both standard and few-shot metrics provides a more
comprehensive evaluation of long-tail learning, considering
the performance of both head and tail classes.

4.3. Results
Below, we report the results obtained across different
benchmarks and cGAN architectures. We pick the best
model for reporting results as the one with the lowest FID-

Table 1. Our proposed method, UTLO, outperforms the baselines
in terms of quantitative image quality metrics on the AnimalFaces-
LT dataset (64⇥ 64 resolution).

Methods FID # FID-FS # KID # KID-FS #
⇥1000

StyleGAN2-ADA UnCond. [17] 39.4 104.1 17.3 27.6

StyleGAN2-ADA [17] 51.4 87.1 24.7 35.9
+ Transitional [42] 62.1 99.0 38.5 48.9
+ GSR[36] 39.2 67.2 21.2 32.7
+ NoisyTwins [37] 29.4 50.2 16.7 21.2
+ UTLO (Ours) 26.2 48.4 12.6 19.6

FS from two independent runs. Note that our method ex-
hibits significantly less reliance on early stopping compared
to the baselines, as illustrated in Fig. 2.

AnimalFaces-LT This benchmark has a naturally occur-
ring imbalance across its classes. We compare our method
against the StyleGAN2-ADA benchmarks in terms of quan-
titative image quality metrics in Table. 1. Our method out-
performs the baselines across all metrics, as demonstrated
in the results. For a visual comparison against the baselines,
please refer to Supp. H.
Ablation on the Choice of Low-resolution for Uncondi-
tional Training (resuc). In our proposed method, one of
the hyperparameter choices is to select an intermediate low-
resolution resuc for unconditional training. All layers with
equal or lower resolution than resuc do not receive class-
conditional information. An unconditional GAN objective
is added over the images and/or features at resuc. To study
the impact of resuc, we conducted an ablation study on the
AnimalFaces-LT dataset, containing images at 64 ⇥ 64. Ta-
ble. 2 presents the results for selecting resuc from reso-
lutions lower than 64 ⇥ 64, namely 8 ⇥ 8, 16 ⇥ 16, and
32 ⇥ 32. Studying the obtained results, we observe that
resolutions of 8 ⇥ 8 and 16 achieve relatively close perfor-
mance. Conversely, the performance diminishes when lay-
ers up to 32 ⇥ 32 are trained unconditionally. This is antici-
pated as the AnimalFaces-LT is at 64⇥64, leaving only one
up-sampling layer to learn the class-conditional information
which is shown to be insufficient. In all our experiments, we
use resuc of 8 ⇥ 8 unless stated otherwise. Additional vi-
sual analysis on the role of resuc as well as an ablation on
the choice of unconditional training objective weight � (see
Eq. 2), need for unconditional layers in the discriminator,
and distinction from ”coarse-to-fine” training strategies are
presented in the Supp. C.

Table 2. Ablation on choice of low resolution for unconditional
training (resuc).

resuc FID # FID-FS # KID # KID-FS #
⇥1000

8 ⇥ 8 26.2 48.4 12.6 19.6
16 ⇥ 16 27.5 50.3 13.7 20.8
32 ⇥ 32 38.0 64.9 23.3 34.3

Can any low-resolution be the starting point for high-
res generations? In general, our observations indicate that
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high-res images are guided, yet not entirely restricted by
the low-res images, as shown in Fig. 4. Each row in this
figure presents a set of different high-resolution images that
are generated from the same unconditional low-resolution
image. This illustration reveals that high-resolution images
can substantially differ from low-resolution ones, both in
terms of color and texture. This suggests that subsequent
conditional blocks are capable of significant modification
in the background or foreground.
Importance of FS metrics: comparison against uncon-
ditional training. We also include results from training an
unconditional StyleGAN2-ADA model [17] in Table 1, re-
ferred to as StyleGAN2-ADA UnCond. The unconditional
model generates samples that follow the training distribu-
tion, which is mainly dominated by head classes. This bias
favors unconditional learning in terms of the FID/KID met-
rics, which do not consider the skewness in the data dis-
tribution. Nevertheless, it can be observed the UnCond.
baselines significantly perform worse in terms of few-shot
metrics FID-FS/KID-FS. This suggests solely relying on
FID/KID can be misleading. We strongly recommend in-
cluding few-shot metrics, i.e., FID-FS and KID-FS, when
evaluating cGANs on long-tailed datasets.

CIFAR10-LT In this benchmark, our method is com-
pared with various baselines with imbalanced ratios ⇢ of 50
and 100. This indicates the least frequent tail class includes
only 100 and 50 training instances, respectively. Table. 3
quantitatively assesses the quality of the samples generated
by our method and the baselines. All the baselines use the
StyleGAN2-ADA [17] architecture. Our proposed method
consistently outperforms the baselines across all metrics.
This demonstrates that beyond improving generative learn-
ing across all classes (FID & KID), UTLO can also notably
improve the learning from tail classes (FID-FS & KID-FS).
Effect of Imbalance Ratio ⇢. Not surprisingly, all meth-
ods demonstrate improved performance with lower values
of ⇢, as seen in Table. 3. Further, we notice the benefits
of knowledge sharing via UTLO become more pronounced
as the imbalance in the dataset increases, i.e., learning tail
classes becomes more challenging. It is also worth men-
tioning that the FID-FS and KID-FS metrics are critical
to represent the quality of the few-shot classes as those
are under-represented in the dataset-wide metrics that as-

Figure 4. Different class-conditional images generated given the
same unconditional low-resolution images (left-most column).

Table 3. Quantitative comparison of the generated images from
UTLO against baselines on CIFAR10-LT dataset with different
imbalance ratios ⇢. UTLO shows substantial improvements on
few-shot (FS) metrics compared to StyleGAN2-ADA [17] while
outperforming existing methods including NoisyTwins [37].

⇢ Methods FID # FID-FS # KID # KID-FS #
⇥1000

50

StyleGAN2-ADA [17] 6.5 21.4 2.4 9.0
+ Transitional [42] 9.4 17.7 4.7 8.6
+ GSR [36] 6.4 21.3 2.3 8.1
+ NoisyTwins [37] 6.2 12.2 2.4 5.0
+ UTLO (ours) 6.1 11.8 2.4 4.8

100

StyleGAN2-ADA [17] 9.0 24.2 4.0 9.7
+ Transitional [42] 11.3 20.6 5.4 9.2
+ GSR [36] 8.4 24.3 3.9 11.8
+ NoisyTwins [37] 7.1 14.1 2.9 5.9
+ UTLO (Ours) 6.8 13.4 2.8 5.4

sume balanced sampling. For instance, at ⇢ = 50, the FID
and KID metrics obtained from UTLO show little changes,
while FID-FS and KID-FS exhibit improvements close to
50% in comparison to GSR.
Knowledge-sharing at Low Resolutions. As explained
in Sec. 3, our proposed generator builds on top of low-
resolution (e.g., 8⇥8) unconditionally trained images which
are subsequently used to generate conditional images at
higher resolutions (e.g., 32 ⇥ 32). Several low-resolution
images are shown in Fig. 6 along with their high-resolution
conditional images generated for the head and tail classes of
the dataset. It can be seen that conditional images generated
from the tail classes evidently share certain features from
the head classes. This demonstrates that knowledge shar-
ing at low resolutions is an effective approach for infusing
information from head classes to tail ones. A quantitative
analysis of knowledge-sharing is presented in Supp. D. For
additional qualitative examples see Supp. H.

CIFAR100-LT In addition to CIFAR10-LT, we evalu-
ate our method and various baselines on the more challeng-
ing CIFAR100-LT dataset, wherein the tail classes include
as few as five training instances. The quantitative results,
shown in Table. 4, reveal that our method outperforms the
baselines in a benchmark where a large number of classes
with high diversity are present. In Fig. 2, we demon-
strate the FID-FS curve during the course of the training
along with the generated samples from the tail classes of the
CIFAR100-LT dataset. This shows the effectiveness of our
proposed method in addressing mode collapse while regu-
larization methods diverge and require early stopping. Fur-
ther visual comparisons of our proposed method against the
baselines for CIFAR100-LT can be found in Supp. H.

LSUN5-LT We include LSUN5-LT as a higher reso-
lution (128 ⇥ 128) and highly-imbalanced (⇢ = 1000)
benchmark. In addition, we use Projected GAN with
FastGAN[26] generator and DA [40]) as the baseline
model. This is a different generator and discriminator de-
sign compared to StyleGAN2 along with a different aug-
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Figure 5. Generated images from LSUN5-LT dataset. Despite only 50 training instances for the tail class kitchen, the proposed UTLO
framework produces diverse, high-fidelity images.

Figure 6. Knowledge sharing from head to tail classes in
CIFAR10-LT dataset (⇢ = 100) using UTLO. The conditional
images generated from the head (middle columns) and tail (right
columns) classes share and are built on top of the same low-
resolution (unconditional) images (left columns). Low-resolution
images (8 ⇥ 8) are upsampled to that of CIFAR10-LT (32 ⇥ 32)
for improved visualization.
Table 4. Comparison of our proposed UTLO method with
StyleGAN2-ADA baselines on the CIFAR100-LT dataset.

Methods FID # FID-FS # KID # KID-FS #
⇥1000

StyleGAN2-ADA [17] 10.8 24.9 5.1 9.3
+ Transitional [42] 10.6 23.7 4.2 8.5
+ GSR[36] 11.1 25.0 5.0 8.2
+ NoisyTwins [37] 10.1 22.5 5.0 7.9
+ UTLO (Ours) 9.9 21.8 4.6 7.5

mentation method. In conditional FastGAN implementa-
tion, the class-specific information is injected using class-
conditional batch normalization, differing from the style
mapping network utilized in StyleGAN2. UTLO can be
readily adapted to this design by using standard batch nor-
malization layers at low resolutions and utilizing class-
conditional batch normalization only at higher resolutions.
However, it is noteworthy that methods such as [37] are re-
stricted to StyleGANs and cannot be applied in this context.

Table. 5 compares the results obtained from our method
against the baseline and with the addition of GSR [36]. Our
method consistently surpasses the baselines by around 30%
across all metrics. As previously shown for the CIFAR10-
LT (Table 3), UTLO not only improved on the tail classes
but also significantly improved the dataset-wide FID/KID
due to the high imbalance ratio (⇢ = 1000).

Qualitative results in Fig. 5 contrast the generated

Table 5. Evaluating the quality of generated images from the pro-
posed method and comparing against baselines on LSUN5-LT.

Methods FID # FID-FS # KID # KID-FS #
⇥1000

PGAN (FastGAN)+DA [40] 15.0 60.2 4.6 52.7
+ GSR [36] 15.7 63.7 5.7 58.0
+ UTLO (Ours) 10.9 43.6 3.5 35.3

images from our method against the baselines across all
classes. For the kitchen class which only includes 50
training examples, the baselines struggle to effectively learn
from the tail class whereas UTLO succeeds in generating di-
verse and high-quality images. More visual examples from
our method and baselines are presented in Supp. H.

Due to space constraints, additional results and analysis
are provided in the supplementary material. e.g., Analysis
of the role of weighted sampling (Supp. B.), The distinction
of training class-conditional GANs in the Long-tailed setup
vs. Limited-data setup (Supp. E.), and additional evaluation
on Flowers-LT and iNaturalist2019 datasets (Supp. G).

5. Conclusion
In this paper, we proposed UTLO, a novel framework de-
signed to improve the training of cGANs on long-tailed
data. Inspired by the observation that head and tail
classes often have more similarities at lower resolutions,
our method facilitates knowledge sharing from head to tail
classes using unconditional training at lower resolutions.
The proposed method enriches the limited training distri-
bution of the tail classes and effectively addresses mode
collapse, leading to significant improvement in image gen-
eration for tail classes. We have also introduced the FID-
FS/KID-FS metric, an adaptation of widely-used GAN met-
rics, specifically tailored for tail classes. We hope our find-
ings are useful for future work in long-tail learning.
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