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Figure 1. Taking a single image input, our method renders the personalized texture of two hands at novel views, poses, and light conditions.

Abstract

Creating personalized hand avatars is important to of-
fer a realistic experience to users on AR / VR platforms.
While most prior studies focused on reconstructing 3D hand
shapes, some recent work has tackled the reconstruction
of hand textures on top of shapes. However, these meth-
ods are often limited to capturing pixels on the visible
side of a hand, requiring diverse views of the hand in a
video or multiple images as input. In this paper, we pro-
pose a novel method, BiTT(Bi-directional Texture recon-
struction of Two hands), which is the first end-to-end train-
able method for relightable, pose-free texture reconstruc-
tion of two interacting hands taking only a single RGB im-
age, by three novel components: 1) bi-directional (left <>
right) texture reconstruction using the texture symmetry of
left / right hands, 2) utilizing a texture parametric model
for hand texture recovery, and 3) the overall coarse-to-fine
stage pipeline for reconstructing personalized texture of two
interacting hands. BiTT first estimates the scene light con-
dition and albedo image from an input image, then recon-
structs the texture of both hands through the texture para-
metric model and bi-directional texture reconstructor. In ex-
periments using InterHand2.6M and RGB2Hands datasets,
our method significantly outperforms state-of-the-art hand
texture reconstruction methods quantitatively and qualita-

tively. The code is available at https://github.com/
yunminjin2/BiTT.

1. Introduction

3D human reconstruction has been studied in various areas.
With the increasing usage of human-computer interaction,
virtual reality (VR), and augmented reality (AR), recon-
struction of human parts, including the full body, face, and
hand, has been intensively studied for years. In particular,
hand pose estimation, shape, and texture reconstruction are
essential tasks for AR/VR interfaces. 3D hand reconstruc-
tion is still a challenging task due to the highly varied poses
and shapes of hands. Previous works [3, 4, 9, 14, 23, 45] fo-
cused on estimating the 3D pose and shape of a single hand.
A single hand reconstruction has been recently extended to
two interacting hands [18, 19, 21, 49] and hand-object in-
teraction [2, 8, 15, 16, 46] scenarios.

Learning the appearance of objects and humans is cur-
rently in active research for realistic reconstruction. NeRF
[27] represents objects/scenes by a neural radiance field
based on volume rendering. Appearance reconstruction
of clothed human bodies [1, 12, 22, 30, 44] and faces
[20, 25, 32, 38, 48] has been intensively studied compared
to hands. For learning hand appearance, LISA [7] used a
radiance field to learn the shape and color appearance from
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multi-view images. In the latest works [5, 7, 10, 17, 29] to
reconstruct the hand appearance, they take multi-view im-
ages or a monocular video as input to learn the texture of
mostly single hands [5, 7, 10, 17, 29]. HandAvatar [5] and
HARP [17] render relightable hand appearance by estimat-
ing the albedo of a single hand.

3D reconstruction from a single image is also another
challenging task. Non-visible side of an object should be
estimated with given a single image for full 3D reconstruc-
tion. Self-Supervised 3D Mesh Reconstruction (SMR) [11]
estimates 3D meshes with texture from a single image in a
self-supervised manner. Wu et al. [43] reconstructed vase
artifacts into 3D mesh with environment lighting, shiny ma-
terial, and texture albedo. Other works [9, 14, 23, 45] also
focus on constructing symmetric objects or single-type ob-
jects. Human hands, however, exhibit non-symmetric fea-
tures such as the palm and back. Given the information
on one side of the hand, the other side of the hand texture
should be estimated to fully reconstruct the hand. S2Hand
[6] and AMVUR [13] presented a method to reconstruct
both the appearance and geometry of a single hand from
a single image. Nevertheless, their appearance is in blurred
textures, omitting detail texture appearance.

Identity 1 Identity 2

Identity 3 Identity 4 Identity 5

Figure 2. Symmetrical hand textures of different identities are
shown, taken from pairs of diametrical camera views of Inter-
Hand2.6M [28].

In this paper, we propose a novel approach that exploits
texture symmetry of left and right hands through the bi-
directional reconstruction of two hand textures from a sin-
gle image (see Fig. 2). Our method is trained per scene with
only one single image, taking visible texture information
from both hands and the parametric model of hand texture
to reconstruct realistic hand appearances. Given an input
image and a mesh of hands, our method predicts lights and
albedo image (please refer to Sec. 3.1). In the coarse stage,
our model generates full hand textures with estimated vec-
tors using HTML [34], the hand texture parametric model.
With the estimated albedo image and coarse stage estimated
texture map, the bi-directional texture reconstructor (BTR)
yields the UV maps of both hand textures by utilizing the
feature maps of a left and right hand. The proposed BiTT
method can render both hands with fully controllable light
conditions, poses, and camera views. We evaluated the
method using the InterHand2.6M [28], and RGB2Hands

[40] dataset and achieved high-fidelity appearances com-
pared to state-of-the-art methods. We present qualitative
results where the rendered images realistically capture per-
sonalized hand textures (e.g. wrinkles, veins, nails). Fig. |
shows that our method is capable of controlling light con-
ditions, camera views, and hand poses. To the best of our
knowledge, this is the first method to reconstruct both hands
with textures from a given single image input.

In summary, our main contributions are as follows: 1)
we introduce a novel framework BiTT, the first method for
rendering two interacting hands from a single image. 2) We
propose the bi-directional texture reconstruction, exploiting
the texture symmetry of left and right hands. 3) We intro-
duce a way to use the texture parametric model for recov-
ering invisible texture. 4) We demonstrate that our frame-
work is an end-to-end trainable for photorealistic two-hand
avatars with controllable poses, views, and light conditions.

2. Related Work

In hand appearance modeling, NIMBLE [24] learns factor-
ization of albedo, specular, and normal maps from high-
definition hand textures. S2HAND [6] estimates camera
poses, colored meshes, and lighting conditions in a simul-
taneous way, but its rendering quality does not demonstrate
detailed (or personalized) hand appearances. AMVUR [13]
reconstructs a hand using attention-based mesh vertices and
the occlusion-aware texture regression model. However, its
per-vertex texture reconstruction is not adaptable to the re-
construction of realistic hand textures due to its low reso-
lution. In addition, the reconstructed hand textures contain
background colors since the method does not consider ge-
ometric misalignment noise. LISA [7] learns an implicit
color field with implicit shape representation but still lacks
detailed hand textures despite multi-view inputs.

Neural-Radiance-Field based Representation. In re-
cent years, the application of hand representation by the
neural radiance field has been studied extensively. HandA-
vatar [5] has improved the hand appearance with the oc-
cupancy field and predicted self-occlusion shadows. How-
ever, it requires a large amount of training data and time
for a new instance of hand. HandNeRF [10], Livehand
[29] extracts hand texture from multi-view image sequence
with volume rendering in neural radiance field for hand
reconstruction. To develop subject-specific shape and ap-
pearance using NeRF-based methods such as HandAvatar,
HandNeRF, and LiveHand, a substantial volume of images
within a fixed light condition, up to thousands of images for
each single sequence, is typically needed for training. Since
these methods are integrated into an implicit space, they re-
quire additional steps for mesh extraction to further applica-
tions. They also face difficulties in controlling illumination,
including rendering shadows and editing textures.
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Figure 3. The architecture of BiTT. Our method consists of three steps: (1) scene estimation, (2) coarse stage, and (3) fine stage estimation.
The scene estimation understands the scene by predicting the albedo image and lighting conditions with a given input image. Full detailed
textures of both hands are reconstructed from the single image input. The hand texture parametric model is adopted in the coarse stage,
then the bi-directional texture reconstruction refines the personalized hand textures by the texture symmetry of left-right-hands. Finally,

we render both hands with Phong Illumination [33].

UV Texture Map based Representation. Unlike the im-
plicit function-based methods, HARP [17] reconstructed a
single hand by mesh rendering with a UV texture map.
HARP reconstructs a personalized single hand using the
UV texture map, normal map, and self-occlusion shadow.
HARP renders detailed hand textures including out-of-
distribution appearance like tattoos and accessories. How-
ever, the HARP method assumes the texture color into a
specific value, and as a result, the occluded part of the tex-
ture tends to be a fixed value, missing out the detailed tex-
ture.

Positioning BiTT to w.r.t related works. Two-hand tex-
ture rendering based on UV maps has not been explored to
the best of our knowledge. In implicit space, HandNeRF
[10] reconstructed two hands from a multi-view image se-
quence. Reconstruction of interacting two hands from a sin-
gle image is a challenging task, as we have to lift a 2D im-
age to achieve accurate 3D hand representation. Also, two
hands encounter a higher rate of occlusion compared to a
single hand, thus restoring occluded texture is another chal-
lenge. Whereas using multi-views or a video sequence as
input helps reconstruct two interacting hands, taking a sin-
gle image input poses more significant challenges. How-
ever, two hands convey more information than a single
hand, which enables us to reconstruct both hands realisti-

cally within a single image. In this work, we propose a
novel method that exploits the two-hand symmetric texture
information and employs the hand texture parametric model
as prior. The proposed method demonstrates that only a
single image is enough to reconstruct a realistic two-hand
avatar in contrast to the prior works [5, 10, 17, 29].

3. Methods

We propose a texture reconstruction model for two interact-
ing hands with a single image. Fig. 3 shows the architecture
of BiTT. Given a single RGB image I of interacting two
hands, we reconstruct realistic personalized textures for a
two-hand avatar. BiTT is composed of three steps: the scene
estimation, the coarse stage based on the parametric model,
and the fine stage composed with the bi-directional texture
reconstructor.

For reconstructing the full texture of both hands from a
single image, our method relies on utilizing the symmetry
between the left and right hands. While the disparity be-
tween the left and right hand texture is assumed to be not
significant (e.g. see Fig. 2), it is beneficial to leverage the
symmetrical data to reconstruct detailed textures even on
occluded hands. For those pixels not visible on both hands,
the texture parametric model is adopted, and its estimation
is further refined.
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3.1. Scene Estimation

Scene estimation involves estimating the environment, in-
cluding the light and albedo of hands in the input image. To
estimate the environment, our light network L estimates the
light parameter | which is composed of the ambient light
color, diffuse, specular, and direction. Furthermore, we
also predict an albedo image through our albedo network
A, which represents the surface reflectance of objects us-
ing the Lambertian surface. Details of the light and albedo
networks are found in the supplementary material.

3.2. Coarse Stage

Since 2D image lacks the information to reconstruct 3D ob-
jects, non-symmetric object reconstruction [1, 6, 26, 31, 37,
39, 44] suffers from blurry textures. Several major works
[5,7,17,27,29] overcome the lack of information by multi-
view images or a monocular video as input. Instead of in-
creasing the input information, we augment data through
the parametric model. The coarse stage is based on the hand
texture parametric model (HTML) [34], which encodes the
hand texture through PCA algorithm and is able to create a
full texture of hand from a single image.

Background on HTML [34]. HTML is a hand texture
parametric model that can create a full-texture UV map with
a given vector. HTML scanned 51 hands and aligned them
to a canonical space with MANO [36] model fitting. Af-
ter the MANO fitting, texture mapping is done with manu-
ally defined UV coordinates. Finally, a parametric model
T is created by PCA on vectors 7; € RO18990 with the
collection of 2D texture maps where 618,990 is a total
number of 206,330 pixels in texture map with RGB chan-
nels. Given the covariance matrix C' € R618990x618990
L3 (=7 (mi—7)", where 7 = 13" 7, the
principal components @ € RO18990x101 qre obtained by
singular value decomposition of C = #X &, where ¥ €
R101x101 g 3 diagonal matrix. With the principal compo-
nents @, we get a full texture eigenvalue T'(or) € R618990
for a given parameter vector o € R with T'(a) = 7+ Pa.
For more details on HTML, please refer to [34].

Hand Texture Parametric Model in Coarse Stage. The
HTML [34] network H in Fig. 3 is an encoder that esti-
mates both the hand parameter vectors from an input image
I. Given the left-hand parameter vector h; and the right-
hand parameter vector h,, we can obtain the full texture
eigenvalues T'(h;), T'(h,). It can be formally defined as:

T(h;) =7+ ®h;, where hy, h, = H(I),i =1,r (1)

Icoarse = {R(T(h1)7 mi, p, Z)}i:l,r (2)

I is an input image, R is the differentiable renderer based
on Phong model [33], and fcoarse is the reconstructed image
from the coarse stage. With the texture vector 7'(h;) and
meshes m;, R renders two hand meshes with texture on the
2D space at a camera viewpoint p and light condition [.

3.3. Fine Stage
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Figure 4. Detailed architecture of the decoding layer in the bi-
directional texture reconstruction.

To render more realistic and personalized textures, we
use the symmetric features of left/right hands rather than
using features independently. We propose a novel bi-
directional texture reconstructor (BTR) to efficiently use
the symmetric texture features of both hands. BTR recon-
structs the full texture from visible pixels in the albedo im-
age A(I). We create a visible UV texture map and texture
vector by unwrapping hand textures as we know the map-
ping between the UV texture map and image pixels, as well
as the mapping between the UV texture map and the texture
vector. With the visible texture vector for each hand un-
wrapped from the albedo image A(I), denoted as w;, u, for
each hand, and v;, v, which are visible mask texture vectors
for each hand, we synthesize texture vector ¢;, ¢, defined as:

t; = T(hl)(l — Ui) + u;, where i = [, r 3)

BiTT, then, generates full both hand textures through the
BTR.

In addition, with the visible albedo texture u;,u,, we
render falbedo with the estimated light [ to use in loss func-
tion:

Latbedo = {R(ui,mi, p. 1)}y, )

Bi-directional Texture Reconstruction. Given the syn-
thesized texture vectors t;, t,, the bi-directional texture re-
constructor (BTR) encodes each texture vector, denoted as
ey, e,. After encoding each hand texture vector, the decoder
in BTR decodes the embedded feature to create a full texture
vector using skip connections. Fig. 4 describes the detailed
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description of the BTR decoder. In each bi-directional de-
coding block, the embedded features of the same hand are
concatenated with a skip connection. We also concatenate
the other hand texture embedded features in a bi-directional
way to use the symmetric information of two hands. After-
ward, we obtain the decoded variable from the concatenated
feature at the i-th level, denoted as f  The decoded features
ff, \7?, which means the i-th level of the left hand and the
right hand, respectively, are defined as:

fi=oWN (e 75 7)) (5)
fi=oW (el 7 f7M) (6)

where o denotes a ReLU activation function, A is a con-
volution neural network (CNN), and [] denotes the channel
concatenation operator.

After the decoding, we obtain the full texture vectors
t},t} € R3%206330 for each hand. Thus, our network is
formulated as:

I = BiTT(I) = { R(ti,mi, p, 1)} (7

i=l,r
where I is the final rendered image of reconstructed both
hands.

3.4. Loss Functions

The loss functions we use to train our model are as follows.

Reconstruction Loss. As our method aims to represent
the realistic appearance of the input image, we included
the reconstruction loss L. to measure the similarity be-
tween the input image [ and three distinct rendered images:
rendered image from fine stage (I), rendered image from
coarse stage (f coarse)s and the rendered image with albedo
visible texture (falbedo). The reconstruction loss £, is de-
fined as:

Erec = )\rec”(-[ - j)Hl + )\coarse”I - jcoarse”l

Tec

4 Aalbedo| jalbedonl ®)

rec

Reconstruction Loss on Non-visible Pixels. Visible in-
formation itself is not enough to accurately recreate the
complete texture of hands. Even when symmetrical aspects
are taken into account, it is still not sufficient to cover the
entire hand texture. Thereby, we resort to the full texture
obtained in the coarse stage for those pixels not observed
in either of the hands. We measure the L1 loss between the
coarse stage estimated hand texture and fine stage estimated
hand texture with the invisible map mask. £,,,, is defined as:

Low= Y TR) —E)A—v)ls O

i=l,r

where T'(h;) is the reconstructed hand texture in the coarse
stage, t; is the reconstructed hand texture in the fine stage
for each hand. The visible mask of the hand texture is de-
noted as v; and thus, 1 — v; represents the invisible mask of
the texture. These textures are simultaneously refined with
those of visible and symmetric texture reconstruction and
consistency losses.

Albedo Consistency Loss. The albedo image should be
obtained independent of lighting conditions. To obtain an
accurate albedo image, we augment individually rendered
images I coarsei; With different lighting conditions [; and
obtain the albedo images through the albedo network A.
Our new albedo loss function £, calculates the L1 loss be-
tween albedo images from different lights. Thus, the albedo
loss term Ly, is defined as:

‘Calb = Z Z [”A(‘fcoarse,i,:) - A(fcoarse,ij)”l]'

i=1 j=i+1

(10
In our experiment, we rendered three different lights in to-
tal: a reconstructed light, a light from a different direction,
and a light with a different color to make the albedo net-
work A estimate the albedo image consistently even in the
different lighting conditions.

Symmetric Loss. For learning the symmetric feature of
two hands, we apply a symmetric loss term Ly, which is
the L1 loss between the left and right hands. The Ly, is
defined as:

£sym - AsymH(tAl - fr)”l (11)

Total Loss. In summary, our loss function is defined as:
L= Erec + )\nv‘cnv + )\albﬁalb + )\symﬁsym (12)
where \¢oarse — (.8, \&lbedo — (4 A, . = 0.2, Aapp =

rec rec

0.2, Agym = 0.3 are used to train our model and fixed for
all experiments.

4. Experiments
4.1. Experimental Settings

Our training framework follows a per-scene training like
NeRF [27]. Given multiple images of the scene, they learn
to generate novel views of the scene. Efforts have been
made to reduce the number of required images, such as Pix-
elNeRF [47] which trains NeRF with just one or a few im-
ages. In addition, HARP [17], HandAvatar [5], HandNeRF
[10], and others [7, 29] are based on per-scene training, re-
quiring dozens of multiple frames of the same hand (scene).
Our method, utilizing texture symmetry and a parametric
texture model, requires only a single image for training.
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Table 1. Quantitative comparisons of BiTT, S2Hand [6], HTML [34] and HARP [17]. Training data are from Interhand2.6M [28] including
all identities. For evaluations, novel poses and viewpoints are randomly selected from the same hand identity. In the case when not using

GT mesh, we used IntagHand [21] for obtaining meshes.

(a) Using GT mesh in all methods.

(b) Without using GT mesh in all methods.

Evaluation Method L1l LPIPS| PSNRT MS-SSIMt Evaluation Method L1l LPIPS| PSNRT MS-SSIMt
Aovearance | SZHand[6] 00206 0.1340  26.39 0.8570 Aopearance | SZHANA[6]  0.0264  0.1214 2572 08897
Rec‘zistruction HTML [34] 0.0256 0.1292  24.72 0.8152 Reclz)lzlstruction HTML [34] 0.0268 0.1207  24.48 0.8545
HARP[17] 00157 0.0696 28.11 0.9061 HARP[17] 00237 0.1047 2517  0.8697
| BiTT(ours) 0.0101 0.1019  30.41 0.9349 | BiTT(ours) 0.0131 0.1044 2840  0.9093
S2Hand 00221 0.1343 2570  0.8507 S2Hand 00280 0.1525 23.06  0.8092
Novel Poses HTML 00255 0.1291  24.49 0.8153 Novel Poses HTML 00310 0.1299 2346  0.8281
HARP 00239 0.1266 2579  0.8546 HARP 00256 0.1410 2432  0.8419
| BiTT(ours) 0.0209 0.1261 2654  0.8564 | BiTT(ours) 0.0223 0.1228 2512 0.8423
S2Hand 00217 0.1320  25.73 0.8484 S2Hand  0.0244 0.1512 2422 08335
Different Views | HTML  0.0254 01282 2442 08133 Different Views | HTML  0.0291 01297 2422  0.8375
HARP 00234 01189 2597 0.8346 HARP 00251 0.1367 2449  0.8507
| BiTT(ours) 0.0204 0.1092  27.79  0.8843 | BiTT(ours) 0.0210 0.1273 2634  0.8674

Table 2. Quantitative comparisons between compared methods in RGB2Hands [40] dataset. All training and testing images are randomly
selected. As RGB2Hands has no ground truth mesh, we used IntagHand [21] as an off-the-shelf model for two hand mesh reconstruction.

Evaluation Method LPIPS| PSNRtT SSIMT MS-SSIMT
S2Hand [6] 0.0179 0.0601 2572  0.9459  0.9286
Aopearance Reconsiruction | HTML 34 0.0203  0.0023 2442 08927 09075
pp HARP[I17] 00155 0.0433 2563 09309  0.9344
| BiTT(ours) 0.0148 00683 2602 09501 09323
S2Hand ~ 0.0222 0.0778 2422 09326  0.8991
Novel Poses HTML 00233 00961 2325 08829  0.8900
HARP  0.0208 0.0758 23.88 09043  0.9042
| BiTT(ours) 0.0196 00774 24.54 09352  0.9046

Our model is trained in end-to-end manner. For each
scene, our training process involves 700 epochs with a
learning rate decay by half every 200 steps, starting from
an initial rate of 0.001. Each scene training process is com-
pleted in less than 7 minutes.

Datasets. We mainly use the InterHand2.6M [28] dataset
which is composed of interacting two hands for both quan-
titative and qualitative evaluations. Since HARP [17] and
NeRF-based approaches [5, 10, 29] require hundreds of im-
ages per scene for training, can only involve a few scenes
to experiments. Requiring a single image, our experiments
are conducted through a total of 378 scenes (images) utiliz-
ing all 26 hand identities of the dataset. After training, we
evaluated its performance with different poses and different
views of the hands from the same identity. Specifically, we
evaluated with 8 distinct poses and 8 varying viewpoints for
each scene, resulting in a total of 6,048 testing images.

We also evaluated our model with the RGB2Hands [40]
dataset, however, since RGB2Hands does not present mul-
tiview images, we evaluated it with different pose images.
Across 300 scenes in the RGB2Hands dataset, we trained

our method and evaluated it with 40 different poses of im-
ages for each scene, thus 12,000 testing images in total.

For each dataset, we present the proportion of visible,
invisible, and usable symmetric texture pixels in each hand
texture at Tab. 3. Using symmetric information, we can ac-
quire up to 60% texture of each hand; otherwise, we have
only about 35% full texture available from the input images.
This demonstrates that using the symmetric information be-
tween both hands is reasonable for reconstructing two hand
textures from a single image.

Metrics. For the quantitative comparisons of different ap-
pearance models, we use a set of metrics that is often ap-
plied to assess the fidelity and quality of rendered images.
We use the L1, learned perceptual image patch similarity
(LPIPS) [50], the structural similarity metric (SSIM) [41],
the multiscale structural similarity metric (MS-SSIM) [42],
and the peak signal-to-noise ratio (PSNR).

Compared Methods. We compare our method with
S2Hand [6] which reconstructs a single hand with per-
vertex texture rendering. HARP [17] and HTML [34] are
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Table 3. Pixel ratio comparison between left-hand, right-hand vis-
ible texture, usable symmetric texture, and invisible texture in our
experiment dataset. Colors refer to the Fig. 5 mask label.

Dataset ‘ InterHand2.6M [28] ‘ RGB2Hands [40]

Left-hand visible texture 35.40% 39.72%
Right-hand visible texture 36.44% 39.06%
24.29% 10.21%
Invisible texture 19.89% 24.95%

Hand palm side @ : Left-hand visible mask

Left Hand Masked UV Texture Map @ : Right-hand visible mask

O : Usable symmetric mask

L\ ‘ @ : Invisible mask
4
il b Hand back side

Right Hand Masked UV Texture Map

Figure 5. This figure shows the visible, invisible, usable symmet-
ric texture mask on the UV texture map from an image.

the methods that reconstruct a single hand with UV map
rendering, and we compare the appearance quality among
these methods. We modify S2Hand, HTML, and HARP to
two hands for comparison. These methods are extended to
estimate each hand texture discretely while learning each
hand texture from a rendered image. Implicit function-
based methods [5, 7, 10, 29] are not included in the com-
parison, as their methods are not straightforward to extend
for two hands, and their methods require at least hundreds
of images per scene for training. For showing robustness
on geometric misalignment, we present two result tables;
using ground truth mesh in all the compared methods at
Tab. la and without using ground truth mesh in all meth-
ods at Tab. 1b. Where the ground truth mesh is unavailable,
such as RGB2Hands data, we initialize hand meshes using
the off-the-shelf method, IntagHand [21].

4.2. Evaluation on Texture Reconstruction

Comparing with Prior Arts. We show the qualitative re-
sults in Fig. 6 and the quantitative comparisons in Tab. |
and Tab. 2. The results show that BiTT significantly outper-
forms other baselines, especially in reconstructing the in-
visible hand parts. HTML [34], S2Hand [6] are not able to
represent detailed appearances like vessels, wrinkles, and
hair, whereas BiTT captures detailed personalized appear-
ances using symmetric information. HARP [17] excels in
the visible side appearance (regarding Tab. 1, Tab. 2), but it
lacks the capability to reconstruct the invisible sides, merely
displaying a uniform color in those areas. Notably, BiTT re-
mains robust to geometric misalignments, maintaining high

HTML S2Hand HARP Ground Truth

BiTT(ours)

Figure 6. Qualitative results of HTML [34], S2Hand [6], HARP
[17], and BiTT rendered on novel-pose and viewpoint. The last
two rows pertain to the RGB2Hands [40] dataset, while the re-
maining rows are from the InterHand2.6M [28] dataset.

performance even without using GT as having the advan-
tages of the parametric model. The performance gain on
RGB2Hands Tab. 2 is relatively less significant than on In-
terHand2.6M [28]. This is due to the fact that RGB2Hands
exhibits a lower percentage of usable symmetric texture, in-
dicated in Tab. 3. More results of BiTT are shown at Fig. 7.

We qualitatively compare HandNeRF [10] based on the
results reported in their paper, since there is no detailed
experiment description and the models/codes are not avail-
able. As shown in Fig. 8, even if our model is trained from a
single image, our model can capture the realistic texture of
both hands comparably to HandNeRF. Note that HandNeRF
is trained over hundreds of images from 10 views. Further-
more, BiTT is able to render in different illuminations as
shown in Fig. 1 and Fig. 7.

4.3. Ablation Study

Symmetric information and Albedo Consistency Loss.
We perform an ablation study of the use of symmetric in-
formation in reconstructing hand texture. We replace the
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Trained Image  Reconstructed Image Novel Posel Ground Truth

Novel Pose2

Ground Truth Novel Viewpoint Ground Truth Relit Image

Figure 7. Using only a single image input, our method reconstructs realistic detailed textures for both hands. We present some results
having different poses, viewpoints with corresponding ground truth images, and relighted images.

Table 4. Effects of coarse stage estimation, use of symmetric tex-
ture information (Sym. Tex.), and albedo consistency loss. Results
are the mean value evaluated on novel poses and viewpoints.

Coarse Stage  Sym. Tex. L ‘ LPIPS| PSNRt SSIM?T

v 0.1329  25.36 0.8940
v v 0.1230  26.21 0.9163
v v v | 01176  27.16 0.9199

bi-directional connection with a uni-directional connection
in BTR and Ly, is omitted. As shown in Tab. 4, not using
the symmetric information significantly degrades the per-
formance of reconstructing invisible side appearances.

We also perform an ablation study for the albedo consis-
tency loss. In Tab. 4, the albedo consistency loss improves
the overall performance of the model by more precisely es-
timating the albedo image.

5. Conclusions

In this work, we presented a novel two-hand texture recon-
struction method from a single image called BiTT. First,
the bi-directional texture reconstructor is proposed to cre-
ate the full texture of both hands interactively. Second, we
introduce a way to use the texture parametric model for re-
covering texture. The experimental results demonstrate that
our method outperforms existing methods both qualitatively

HandNeRF  BiTT (ours) Ground Truth | HandNeRF BiTT (ours) Ground Truth

Figure 8. Qualitative results of HandNeRF [10] and BiTT.

and quantitatively. We believe that our work can present a
realistic experience to users by accurately representing their
personalized hands in AR/VR applications.

Limitations and future work. One limitation is that al-
though BiTT is robust to the geometric misalignments
through the texture parametric model, there still exist in-
stances where seriously misaligned meshes cause a signif-
icant level of noise. Future work could involve the learn-
ing method that can refine 3D meshes through detailed tex-
ture reconstruction. Another future work can be extend-
ing our system to detect and incorporate tattoos or acces-
sories on the invisible side of the hands through generative
networks[35], enhancing realism.
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