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Abstract

While recent supervised methods for reference-based
object counting continue to improve the performance on
benchmark datasets, they have to rely on small datasets due
to the cost associated with manually annotating dozens of
objects in images. We propose UnCounTR, a model that
can learn this task without requiring any manual annota-
tions. To this end, we construct “Self-Collages”, images
with various pasted objects as training samples, that pro-
vide a rich learning signal covering arbitrary object types
and counts. Our method builds on existing unsupervised
representations and segmentation techniques to successfully
demonstrate for the first time the ability of reference-based
counting without manual supervision. Our experiments
show that our method not only outperforms simple base-
lines and generic models such as FasterRCNN and DETR,
but also matches the performance of supervised counting
models in some domains.1

1. Introduction

Cognitive neuroscientists speculate that visual counting, es-
pecially for a small number of objects, is a pre-attentive and
parallel process [12, 55], which can help humans and ani-
mals make prompt decisions [43]. Accumulating evidence
shows that infants and certain species of animals can dif-
ferentiate between small numbers of items [11, 12, 41] and
as young as 18-month-old infants have been shown to de-
velop counting abilities [53]. These findings indicate that
the ability of visual counting may emerge very early or even
be inborn in humans and animals.

On the non-biological side, recent developments in com-
puter vision have been tremendous. The state-of-the-art
computer vision models can classify thousands of image
classes [19, 27], detect various objects [66], or segment al-
most anything from an image [26]. Partially inspired by

*Equal senior contribution.
1Code: https://github.com/lukasknobel/SelfCollages
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Figure 1. CounTR vs. our proposed UnCounTRv2. Our count-
ing model, UnCounTRv2, is trained without any labels and man-
ual counting annotations. It generalizes well from its up to 19
pseudo-counts encountered during training to the significantly
higher numbers in the FSC-147 test set. This demonstrates that
learning to count is possible without annotations.

how babies learn to see the world [54], some of the recent
well-performing models are trained with self-supervised
learning methods, whereby a learning signal for neural net-
works is constructed without the need for manual annota-
tions [15, 20]. The pretrained visual representations from
such methods have demonstrated superior performances
on various downstream visual tasks, like image classifi-
cation and object detection [7, 20, 21]. Moreover, self-
supervised learning signals have been shown to be suffi-
cient for successfully learning image groupings [57, 59] and
even object and semantic segmentations without any anno-
tations [7, 62]. Motivated by these, we ask in this paper
whether visual counting might also be solvable without re-
lying on human annotations.

The current state-of-the-art visual counting meth-
ods, e.g. CounTR [31], typically adapt pretrained visual rep-
resentations to the counting task by using a considerable
size of human annotations. However, we conjecture that the
existing visual representations are already strong enough to
perform counting, even without any manual annotations.

In this paper, we design a straightforward self-supervised
training scheme to teach the model ‘how to count’, by past-
ing a number of objects on a background image, to make a
Self-Collage. Our experiments show that when construct-
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ing the Self-Collages carefully, this training method is ef-
fective enough to leverage the pretrained visual representa-
tion on the counting task, even approaching other methods
that require manually annotated counting data. For the vi-
sual representation, we use the self-supervised pretrained
DINO features [7], which have been shown to be useful and
generalisable for a variety of visual tasks like segmenting
objects [34, 67]. Note that the DINO model is also trained
without manual annotations, thus our entire pipeline does
not require annotated datasets.

To summarise, this paper focuses on the objective
of training a reference-based counting model without any
manual annotation. The following contributions are made:
(i) We propose a simple yet effective data generation
method to construct ‘Self-Collages’, which pastes objects
onto an image and gets supervision signals for free. (ii)
We leverage self-supervised pretrained visual features from
DINO and develop UnCounTR, a transformer-based model
architecture for counting. (iii) The experiments show that
our method trained without manual annotations not only
outperforms baselines and generic models like FasterRCNN
and DETR, but also matches the performance of supervised
counting models.

2. Related work
Counting with object classes. The class-specific counting
methods are trained to count instances of a single class of
interest, such as cars [23, 36] or people [28, 28, 32, 47, 48].
These methods require retraining to apply them to new ob-
ject classes [36]. In addition, some works rely on class-
specific assumptions such as the proportionality of features
and counts [24], or the distribution [48] or shapes [56] of
objects, which cannot be easily adapted.

By contrast, class-agnostic approaches are not designed
with a specific object class in mind. Early work by
Zhang et al. [63] proposes the salient object subitizing task,
where the model is trained to count by classification of
{0, 1, 2, 3, 4+} salient objects regardless of their classes.
Other reference-less methods like Hobley and Prisacariu
[22] frame counting as a repetition-recognition task and aim
to automatically identify the objects to be counted. An alter-
native approach of class-agnostic counting requires a prior
of the object type to be counted in the form of reference
images, also called ‘exemplars’, each containing a single
instance of the desired class [14, 29, 33, 45, 50, 60, 61].

Counting with different methods. Categorised by the
approach taken to obtain the final count, counting methods
can be divided into classification, detection and regression-
based methods.

Classification-based approaches predict a discrete count
for a given image [63]. The classes either correspond to
single numbers or potentially open-ended intervals. Thus,
predictions are limited to the pre-defined counts and a gen-

eralisation to new ranges is by design not possible.
An alternative is detection-based methods [23]. By pre-

dicting bounding boxes for the counted instances and de-
riving a global count based on their number, these methods
are unlike classification-based approaches not constrained
to predefined count classes. While the bounding boxes can
facilitate further analysis by explicitly showing the counted
instances, the performance of detection-based approaches
deteriorates in high-density settings [22].

Lastly, regression-based methods predict a single num-
ber and can be further divided into scalar and density-based
approaches. Scalar methods directly map an input image
to a single scalar count corresponding to the number of ob-
jects in the input [22]. Density-based methods on the con-
trary predict a density map for a given image and obtain
the final count by integrating over it [9, 14, 32, 33, 48, 49].
Similar to detection-based approaches, these methods allow
locating the counted instances which correspond to the lo-
cal maxima of the density map but have the added benefit of
performing well in high-density applications with overlap-
ping objects [33]. The recent work CounTR [31] is a class-
agnostic, density-based method which is trained to count
both with and without exemplars using a transformer de-
coder structure with learnable special tokens.

Self-supervised learning. Self-supervised learning
(SSL) has shown its effectiveness in many computer vi-
sion tasks. Essentially, SSL derives the supervision sig-
nal from the data itself rather than manual annotations.
The supervision signal can be found from various “proxy
tasks” like colorization [64], spatial ordering or impain-
ing [15, 21, 37, 42], temporal ordering [18, 35], contrasting
similar instances [10, 20, 39], clustering [3, 6], and from
multiple modalities [1, 44]. Another line of SSL methods
is knowledge distillation, where one smaller student model
is trained to predict the output of the other larger teacher
model [4, 8, 25]. BYOL [17] design two identical mod-
els but train one model to predict the moving average of the
other as the supervision signal. Notably, DINO [7] is trained
in a similar way but using Vision Transformers (ViTs) as the
visual model [16], and obtains strong visual features. Sim-
ply thresholding the attention maps and using the resulting
masks yields high-quality image segmentations. Follow-up
works [34, 51, 67] demonstrate the semantic segmentation
quality can be further improved by applying some light-
weight training or post-processing of DINO features. For
counting in SSL, Noroozi et al. [38] use feature “counting”
as a proxy task to learn representations. In this work, we
focus on counting itself and explore approaches to teach the
model to count without manual supervision.

3. Method
We tackle the task of counting objects given some exem-
plar crops within an image. With an image dataset D =
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Figure 2. Method overview. Our method leverages the strong coherence of deep clusters to provide pseudo-labelled images which are
used to construct a self-supervised counting task. The composer utilises self-supervised segmentations for pasting a set of objects onto a
background image and UnCounTR is trained to count these when provided with unsupervised exemplars.

{(I1,S1, y1), . . . , (Ii,Si, yi)}, where Ii ∈ RH×W×3 de-
notes image i, Si = {Ei

1, ...,Ei
E} represent the E visual

exemplars of shape Ei
e ∈ RH′×W ′×3, and yi ∈ RH×W

is the ground-truth density map, the counting task can be
written as:

ŷi = fΘ(Ii,Si) (1)

Here, the predicted density map ŷi indicates the objects
to be counted, as specified by the exemplars Si, such that∑

kl ŷikl
yields the overall count for the image Ii. We

are interested in training a neural network f parameterised
by Θ to learn how to count based on the exemplars Si.
For the supervised counting methods [31, 33], the network
parameters Θ can be trained with the ‘(prediction,
ground-truth)’ pairs: (ŷi, yi). However, for self-
supervised counting, the learning signal yi is not obtained
from manual annotations, but instead from the data itself.

In this section, we introduce two essential parts of our
method: we start by presenting our data generation method
for counting in Section 3.1, that is the construction of the
tuple (Ii,Si, yi); then, we explain the UnCounTR model,
i.e. fΘ in Equation (1), in Section 3.2. An overview of our
method is provided in Figure 2.

3.1. Constructing Self-Collages

A key component of self-supervised training is the con-
struction of a supervision signal without any manual an-
notations. In this paper, we generate training samples by
pasting different images on top of a background. This is a
well-known technique [2, 65], which next to its conceptual
simplicity provides great flexibility regarding the number
and type of pasted images. While other works combine an-
notated training images to enrich the training set [22, 31],
we use this idea to construct the whole training set includ-
ing unsupervised proxy labels, yielding self-supervised col-
lages, or Self-Collages for short. Their generation pro-

cess is described by a composer module g, which forms a
distribution g(O,B) = p(Ĩ ,S, y | O,B) of constructed im-
ages Ĩ ∈ RH×W×3 along with unsupervised exemplars S
and labels y. The process is based on two sets of unla-
belled images O and B for object and background images.
S = {E}E , E ∈ RH′×W ′×3 is a set of E ∈ N exemplars
and y ∈ RH×W corresponds to the density map of Ĩ .

The composer module g first randomly selects the num-
ber of distinct object categories nc ∼ U [tmin, tmax] the first
of which is taken as the target cluster. tmin and tmax con-
trol the minimum and maximum number of categories in a
Self-Collage. To reduce the risk of overfitting to construc-
tion artefacts, we always construct images with nmax objects
and change the associated number of target objects

∑
ij yij

solely by altering the number of objects in the target cluster.
This way, the number of pasted objects and, therefore, the
number of artefacts is independent of the target count. The
number of target objects n0 = n ∼ U [nmin, nmax − nc + 1]
has an upper-bound lower than nmax to guarantee that there
is at least one object of each of the nc types. For all other
clusters, the number of objects is drawn from a uniform dis-
tribution of points on the nc − 1 dimensional polytope with
L1-size of nmax − n ensuring that the total number of ob-
jects equals nmax. Further details, including the pseudocode
for the composer module, are shown in the Appendix.

Unsupervised categories. We obtain unsupervised ob-
ject categories by first extracting feature representations for
all samples in O using a pretrained DINO ViT-B/16 back-
bone [7] d and subsequently running k-means with K clus-
ters:

c(I) = k-meansK [(d(O))CLS](I), (2)

where c(I) is the unsupervised category for image I con-
structed using the final CLS-embedding of d. For each of
the nc clusters, a random, unique cluster ci, i ∈ [0, nc − 1]
is chosen from all K clusters where c0 is the target cluster.
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Image selection. Next, random sets of images Ii ⊂ O
are picked from their unsupervised categories ci, such that
|Ii| = ni and c(I) = ci ∀I ∈ Ii. We denote the union of
these sets as I =

⋃nc−1
i=0 Ii. In addition, we sample one

image Ib from another dataset B, which is assumed to not
contain salient objects to serve as the background image.

3.1.1 Construction strategy

Here we detail the Self-Collage construction. First, the
background image Ib is reshaped to the final dimensions
H × W and used as a canvas on which the modified im-
ages I are pasted. To mimic natural images that typically
contain similarly sized objects, we first randomly pick a
mean object size dmean ∼ U [dmin, dmax]. Subsequently, the
target size of the pasted objects is drawn independently
for each I ∈ I, I ∈ Rdh×dw×3 from a uniform distribution
dpaste ∼ U [(1− σ) · dmean, (1 + σ) · dmean] where σ ∈ (0, 1)
controls the diversity of objects sizes in an image. After
resizing I to Ir ∈ Rdpaste×dpaste×3, the image is pasted to a
random location on Ib. This location is either a position
where previously no object has been pasted, or any location
in the constructed image, potentially leading to overlapping
images. By default, we will use the latter.

Segmented pasting. Since pasting the whole image Ir
might violate the assumption of having a single object and
results in artefacts by also pasting the background of Ir,
we introduce an alternative using self-supervised segmen-
tations. This method, which we will use by default, uses an
unsupervised segmentation method [51] to obtain a noisy
foreground segmentation s ∈ [0, 1]dh×dw for I. Instead of
pasting the whole image, the segmentation s is used to only
copy its foreground. Additionally, having access to s, this
method can directly control the size of the pasted objects
rather than the pasted images. To do that, we first ex-
tract the object in I by computing the Hadamard product
Iobject = cut (I ◦ s) where the operation “cut” removes rows
and columns that are completely masked out. In the next
step, Iobject ∈ Rhobject×wobject×3 is resized so that its maximum
dimension equals dpaste before pasting it onto Ib.

Exemplar selection. To construct the exemplars used
for training, we exploit the information about how the sam-
ple was constructed using g: The set of E exemplars S is
simply obtained by filtering for pasted objects that belong to
the target cluster c0 and subsequently sampling E randomly.
Then, for each of them, a crop of Ĩ is taken as exemplar af-
ter resizing its spatial dimensions to H ′ ×W ′.

3.1.2 Density map construction

To train our counting model, we construct an unsupervised
density map y for each training image Ĩ . It needs to have
the following two properties: i) it must sum up to the overall
count of objects that we are counting and ii) it must have

high values at object locations. To this end, we create y as a
simple density map of Gaussian blobs as done in supervised
density-based counting methods [14, 31]. For this, we use
the bounding box for each pasted target image I ∈ I0 and
place Gaussian density at the centre and normalise it to one.

3.2. UnCounTR

Model architecture. UnCounTR’s architecture is inspired
by CounTR [31]. To map an input image I and its exemplars
S to a density map ŷ, the model consists of four modules:
image encoder Φ, exemplar encoder Ψ, feature interaction
module ffim, and decoder fdec. An overview of this architec-
ture can be seen in Figure 2. The image encoder Φ encodes
an image I into a feature map x = Φ(I) ∈ Rh×w×d where
h,w, d denote the height, width, and channel depth. Simi-
larly, each exemplar E ∈ S is projected to a single feature
vector z ∈ Rd by taking a weighted average of the grid
features. Instead of training a CNN for an exemplar en-
coder as CounTR does, we choose Ψ = Φ to be the frozen
DINO visual encoder weights. Reusing these weights, the
exemplar and image features are in the same feature space.
The feature interaction module (FIM) ffim enriches the fea-
ture map x with information from the encoded exemplars
zj , j ∈ {1, ..., E} with a transformer decoder structure. Fi-
nally, the decoder fdec takes the resulting patch-level feature
map of the FIM as input and upsamples it with 4 convolu-
tional blocks, ending up with a density map of the same
resolution as the input image. Please refer to the Appendix
for the full architectural details.

UnCounTR supervision. UnCounTR is trained using
the Mean Squared Error between model prediction and
pseudo labels. Given a Self-Collage Ĩ , exemplars S , and
density map y, the loss L for an individual sample is com-
puted using the following equation where fΘ(Ĩ ,S)ij is Un-
CounTR’s spatially-dense output at location (i, j):

L =
1

H ·W
∑
ij

(yij − fΘ(Ĩ ,S)ij)2 (3)

4. Experiments
4.1. Implementation Details

Datasets. To construct Self-Collages, we use ImageNet-
1k [13] and SUN397 [58]. ImageNet-1k contains 1.2M
mostly object-centric images spanning 1000 object cate-
gories. SUN397 contains 109K images for 397 scene cat-
egories like ‘cliff’ or ‘corridor’. Note that the object or
scene category information is never used in our method.
We assume that images from ImageNet-1k contain a single
salient object and images from SUN397 contain no salient
objects to serve as sets O and B. Based on this, g ran-
domly selects images from SUN397 as background images
and picks objects from ImageNet-1k. Although Imagenet-
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1k and SUN397 contain on average 3 and 17 objects re-
spectively [30], these assumptions are still reasonable for
our data construction. Additional ablations show that even
explicitly violating the assumption of having no salient ob-
jects in B by using O = B only have a small effect on per-
formance, indicating the robustness of our method against
violations (see Appendix). An example of a Self-Collage
with 5 objects can be seen in Figure 2. Examples of both
datasets and a more detailed discussion of these assump-
tions are included in the Appendix.

To evaluate the counting ability, we use the standard
FSC-147 dataset [45], which contains 6135 images cover-
ing 147 object categories, with counts ranging from 7 to
3731 and an average count of 56 objects per image. For
each image, the dataset provides at least three randomly
chosen object instances with annotated bounding boxes as
exemplars. To analyse the counting ability in detailed
count ranges, we partition the FSC-147 test set into three
parts of roughly 400 images each, resulting in FSC-147-
{low,medium,high} subsets, each covering object counts
from 8-16, 17-40 and 41-3701 respectively. Unless other-
wise stated, we evaluate using 3 exemplars.

Additionally, we also use the CARPK [23] and the
Multi-Salient-Object (MSO) dataset [63] for evaluation.
CARPK consists of 459 images of parking lots. Each im-
age contains between 2 and 188 cars, with an average of
103. MSO contains 1224 images covering 5 categories:
{0,1,2,3,4+} salient objects with bounding box annotations.
This dataset is largely imbalanced as 338 images contain
zero salient objects and 20 images contain at least 4. For
evaluation, we removed all samples with 0 counts, split the
4+ category into exact counts, and chose only one annotated
object as exemplar.

Construction details. We configure the composer mod-
ule to construct training samples using objects of K =
10, 000 different clusters. To always have objects of a tar-
get and a non-target cluster in each image, we set tmin =
tmax = 2. Since the minimum number of target objects in
an image limits the maximum number of exemplars avail-
able during training, we set nmin = 3, the maximum is
nmax = 20. Finally, we choose dmin = 15, dmax = 70,
and σ = 0.3 to obtain diverse training images with objects
of different sizes as confirmed by visual inspection of the
generated Self-Collages (see the Appendix).

Training and inference details. During training, the
images are cropped and resized to 224 × 224 pixels. The
exemplars are resized to 64× 64 pixels. For each batch, we
randomly draw the number of exemplars E to be between 1
and 3. We follow previous work [31] by scaling the loss, in
our case by a factor of 3,000, and randomly dropping 20%
of the non-object pixels in the density map to decrease the
imbalance of object and non-object pixels. By default, we
use an AdamW optimizer and a cosine-decay learning rate

schedule with linear warmup and a maximum learning rate
of 5 × 10−4. We use a batch size of 128 images. Each
model is trained on an Nvidia A100 GPU for 50 epochs of
10, 000 Self-Collages each, which takes about 4 hours. At
inference, we use a sliding window approach similar to Liu
et al. [31], see the Appendix for details. For evaluation met-
rics, we report Mean Absolute Error (MAE) and Root Mean
Squared Error (RMSE) following previous work [14, 31].
We also report Kendall’s τ coefficient, which is a rank cor-
relation coefficient between the sorted ground-truth counts
and the predicted counts.

Baselines. To verify the effectiveness of our method,
we introduce a series of baselines to compare with. (1) Av-
erage baseline: the prediction is always the average count
of the FSC-147 training set, which is 49.96 objects. (2)
Connected components baseline: for this, we use the final-
layer attention values from the CLS-token of a pretrained
DINO ViT-B/8 model. To derive a final count, we first
threshold the attention map of each head to keep patt per-
cent of the attention mask. Subsequently, we consider each
patch to where at least nhead attention heads attend to belong
to an object. The number of connected components in the
resulting feature map which cover more than psize percent
of the feature map is taken as prediction. To this end, we
perform a grid search with almost 800 configurations of dif-
ferent value combinations for the three thresholds patt, nhead,
and psize on the FSC-147 training set and select the best con-
figuration based on the MAE. The specific values tested can
be found in the Appendix. (3) FasterRCNN baseline: we
run the strong image detection toolbox FasterRCNN [46]
with a score threshold of 0.5 on the image, which predicts
a number of object bounding boxes. Then the object count
is obtained by parsing the detection results by taking the
total number of detected bounding boxes. Just like the con-
nected components baseline, this model is applied to images
resized to 384× 384 pixels. (4) DETR baseline: similar to
FasterRCNN, we evaluate the detection model DETR [5] on
the counting task. Here, we resize the images to 800× 800
pixels to better match DETR’s evaluation protocol.

4.2. Comparison against baselines

In Table 1, we compare against multiple baselines on the
three splits of FSC-147. As the connected components
cannot leverage the additional information of the few-shot
samples provided, we try to make the comparison as fair
as possible, by testing almost 800 threshold parameters on
the FSC-147 training set. While this yields a strong base-
line, we find that our method of learning with Self-Collages
more than halves the MAE on the low split, despite using
a similar visual backbone. Next, we compare against the
FasterRCNN and DETR object detectors which, unlike Un-
CounTR, are trained in a supervised fashion. Even though
DETR outperforms UnCounTR in terms of RMSE on FSC-
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Method
FSC-147 low FSC-147 medium FSC-147 high

MAE↓ RMSE↓ τ ↑ MAE↓ RMSE↓ τ ↑ MAE↓ RMSE↓ τ ↑
Average 37.71 37.79 - 22.74 23.69 - 68.88 213.08 -
Conn. Comp. 14.71 18.59 0.14 14.19 17.90 0.16 69.77 210.54 0.17
FasterRCNN 7.06 8.46 -0.03 19.87 22.25 -0.04 109.12 230.35 -0.06
DETR 6.92 8.20 0.07 19.33 21.56 -0.08 109.34 162.88 -0.07
UnCounTR (ours) 5.60 10.13 0.27 9.48 12.73 0.34 67.17 189.76 0.26

σ(5 runs) ±0.48 ±0.84 ±0.02 ±0.19 ±0.33 ±0.02 ±1.03 ±1.38 ±0.01

Table 1. Comparison to baselines. Evaluation on different FSC-147 test subsets. “Conn. Comp.” refers to connected components.

FSC-147 FSC-147 low
Frozen Φ Frozen Ψ MAE↓ RMSE↓ MAE↓ RMSE↓

✗ ✗ 37.64 126.91 7.99 13.37
✓ ✗ 36.94 130.22 9.10 14.69
✓ ✓ 35.77 130.34 5.60 10.13

(a) Keeping both image encoder Φ and exemplar encoder Ψ frozen
works best.

FSC-147 FSC-147 low
Segm. Overlap. MAE↓ RMSE↓ MAE↓ RMSE↓

✓ ✗ 36.47 128.97 8.84 14.54
✗ ✓ 37.46 136.03 6.33 11.55
✓ ✓ 35.77 130.34 5.60 10.13

(b) Using both segmented objects and allowing for overlapping objects
works well.

FSC-147 FSC-147 low
nmax MAE↓ RMSE↓ MAE↓ RMSE↓
50 30.17 115.42 6.65 13.60
20 35.77 130.34 5.60 10.13

(c) The number of pasted objects correlates with performance.

FSC-147 FSC-147 low
#Exemplars MAE↓ RMSE↓ MAE↓ RMSE↓

0 - 3 36.28 131.44 6.23 10.33
1 - 3 35.77 130.34 5.60 10.13

(d) Training our method strictly in the 1-3 exemplar setting works best.

Table 2. Ablations. We ablate various components of our model architecture and Self-Collage construction method. Default settings are
highlighted in grey .

FSC-147 FSC-147 low
Architecture Pretraining MAE↓ RMSE↓ MAE↓ RMSE↓
ViT-B/8 Leopart [67] 36.04 126.75 5.72 10.67
ViT-B/8 DINO [7] 38.16 132.09 6.10 9.79
ViT-B/16 DINO [7] 35.77 130.34 5.60 10.13

Table 3. Combining Self-Collages with different backbones.
We can apply our method to any recent state-of-the-art pretrained
network and achieve strong performances.

147 low and high, we find that our method still outperforms
all baselines on 7 out of 9 measures. This is despite the
additional advantages such as access to the FSC-147 train-
ing distribution for these baselines. The gap between most
baselines and UnCounTR is the smallest on the high split,
suggesting limits to its generalisation which we will explore
further in the Appendix. There, we also provide a qualita-
tive analysis of some failure cases of FasterRCNN.

4.3. Ablation Study

We analyse the various components of our method in Ta-
bles 2a to 2d.

Keeping backbone frozen works best. In Table 2a,
we evaluate the effect of unfreezing the last two backbone
blocks shared by Φ and Ψ. In addition, we test training
a CNN-based encoder Ψ from scratch similar to Liu et al.
[31]. We find that keeping both frozen, i.e. Φ = Ψ = const.
works best, as it discourages the visual features to adapt to
potential artefacts in our Self-Collages.

Methods
Val Test

MAE↓ RMSE↓ MAE↓ RMSE↓
CounTR [31] 13.13 49.83 11.95 91.23
LOCA [14] 10.24 32.56 10.79 56.97
UnCounTR (ours) 36.93 106.61 35.77 130.34

σ(5 runs) ±0.49 ±1.46 ±0.60 ±0.94

Table 4. Comparison to supervised models. We evaluate on the
val and test split of FSC-147.

Benefit of self-supervised exemplars. In Table 2d
we evaluate the effect of including the zero-shot count-
ing task (i.e. counting all salient objects) as done in other
works [14, 31]. However, we find that including this task
even with only a 25% chance leads to a lower performance.
This is likely due to the zero-shot task overfitting our Self-
Collages and finding short-cuts, such as pasting artefacts,
as we relax the constraint introduced in Section 3.1.1 and
vary the number of pasted objects to match the desired tar-
get. We therefore train our model with 1-3 exemplars and
show how we can still conduct semantic zero-shot counting
in Section 4.7.

Maximum number of pasted objects. Next, we evalu-
ate the effect of varying nmax, the maximum number of ob-
jects pasted, as shown in Table 2c. Pasting up to 50 objects
yields overall better performance on the full FSC-147 test
dataset which contains on average 66 objects. While this
shows that the construction of Self-Collages can be success-
fully scaled to higher counts, we find that pasting with 20
objects already achieves good performance with shortened
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Method
FSC-147 low (8-16 objects) FSC-147 medium (17-40 objects) FSC-147 high (41-3701 objects)

MAE↓ RMSE↓ ∆ τ ↑ MAE↓ RMSE↓ ∆ τ ↑ MAE↓ RMSE↓ ∆ τ ↑
CounTR 6.58 48.11 0.42 4.48 10.02 0.60 20.50 126.95 0.80
UnCounTR (ours) 5.60 10.13 -37.9 0.27 9.48 12.73 +2.7 0.34 67.17 189.76 +62.8 0.26

σ(5 runs) ±0.48 ±0.84 ±0.02 ±0.19 ±0.33 ±0.02 ±1.03 ±1.38 ±0.01

Table 5. Comparison to CounTR. Evaluation results on the FSC-147 low and medium test subsets.

Method
MSO

MAE↓ RMSE↓ τ ↑
Conn. Comp. Baseline 10.67 12.88 0.12
CounTR 2.34 8.12 0.36
UnCounTR (ours) 1.07 2.32 0.45

σ(5 runs) ±0.06 ±0.25 ±0.01

Table 6. Evaluation on the MSO [63] dataset.

construction times and so use this setting.
Segmented pasting works best. From Table 2b, We find

that the best construction strategy involves pasting the self-
supervised segmentations, regardless of their overlap with
other objects. We simply store the segmentations and com-
bine these to create diverse Self-Collages at training time.

Compatible with various pretrained backbones.
In Table 3, we show the effect of using different frozen
weights for the visual encoder. Across ViT-B models with
varying patch sizes and pretrainings, from Leopart’s [67]
spatially dense to the original DINO’s [7] image-level pre-
training, we find similar performances across our evalua-
tions. This shows that our method is compatible with var-
ious architectures and pretrainings and will likely benefit
from the continued progress in self-supervised represen-
tation learning which is supported by our findings based
on DINOv2 [40] presented in the Appendix. We do not
find any benefit in going from patch size 16 to 8 (similar
to Siméoni et al. [52]) so we use the faster DINO ViT-B/16
model for the rest of the paper.

4.4. Benchmark comparison

Next, we compare with previous methods on three datasets:
FSC-147 [45], MSO [63], and CARPK [23]. Table 4 shows
the results on the validation and test split of the FSC-147
dataset. In contrast to our approach, which investigates the
feasibility of learning to count without any reliance on su-
pervised data, these methods heavily depend on manual an-
notations. Hence, the comparison is certainly not fair: (1)
our method does not use manually annotated counting data,
also has never seen any FSC-147 training images, (2) our
training samples based on Self-Collages only cover 3-19
target objects, whereas the full test set of FSC-147 has 66
objects on average. Evaluating our method on the full set
of FSC-147 is actually evaluating the transferring ability as
discussed in more detail in the Appendix.

We choose CounTR [31] for further analysis because
of its similar architecture to UnCounTR. To fairly com-

Method
CARPK

MAE↓ RMSE↓ τ ↑
Conn. Comp. Baseline 49.62 54.50 0.56
CounTR 19.62 29.70 0.57
UnCounTR (ours) 30.35 35.67 0.54

σ(5 runs) ±2.26 ±2.36 ±0.06

Table 7. Evaluation on the CARPK [23] dataset.

pare with this method, we trisect the FSC-147 test set as
described in Section 4.1. Table 5 shows the evaluation
results on the three partitions. It is remarkable that our
method outperforms supervised CounTR on the low parti-
tion, especially on the RMSE metric (10.13 vs 48.11). Also,
our method is not far from CounTR’s performance on the
medium partition (e.g. RMSE 12.7 vs 10.02), showing a rea-
sonable transferring ability since the model is trained with
up to 19 object counts only.

Additionally, Table 6 compares our method with the con-
nected components baseline and CounTR on a subset of
MSO as described in Section 4.1. The results show our self-
supervised method outperforms the supervised CounTR
model by a large margin on the lower counts tasks. In Ta-
ble 7, the performance on the CARPK dataset is shown.
We use the same CounTR model finetuned on the FSC-
147 dataset as before to compare the generalisation across
datasets. While the MAE of CounTR almost doubles com-
pared to the results on the FSC-147 test set, UnCounTR’s
performance is more stable, improving by 15%.

4.5. Qualitative results and limitations

Figure 3 shows a few qualitative results to demonstrate our
method’s effectiveness and its limitations. The model is
able to correctly predict the number of objects for clearly
separated and slightly overlapping instances (e.g. Subfig-
ures a and c). The model also successfully identifies the
object type of interest, e.g. in Subfigure b the density map
correctly highlights the strawberries rather than blueberries.
One limitation of our model is images where the number of
objects is ambiguous. For example, in Subfigure d, the pre-
diction missed a few burgers which are possibly the ones
partially shown on the edge. However, it is also difficult for
humans to decide which of those objects should be counted.

4.6. Improving upon UnCounTR

Having established UnCounTR and compared it to several
methods, we now explore three ways to further improve its
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(c) GT=8; Pred=8 (d) GT=13; Pred=10

(b) GT=16; Pred=17(a) GT=8; Pred=8

Figure 3. Qualitative examples of UnCounTR’s predictions. We show predictions on four images from the FSC-147 test set, the green
boxes represent the exemplars. Our predicted count is the sum of the density map rounded to the nearest integer.

Input image (a) Input image (b)
exemplar 1

exemplar 2

exemplar 1

exemplar 2

density map 1

density map 2

density map 1

density map 2UnCounTR

count: 2.03

count: 2.76

count: 4.37

count: 2.29

UnCounTR

Figure 4. Self-supervised semantic counting. In this setting, the model proposes the exemplars by itself and then performs reference-
based counting.

performance: (1) Integrating the DINOv2 [40] backbone
improves the MAE particularly on the FSC-147 low set by
27% (2) Using cluster similarity to create more challeng-
ing Self-Collages reduces the MAE on FSC-147 to 31.06
(3) Refining high-count predictions further improves perfor-
mance yielding the final UnCounTRv2 model. It achieves
an MAE of 28.67 on FSC-147 and 3.88 on FSC-147 low.
For a comprehensive discussion, please refer to the Ap-
pendix. See Figure 1 for a visual comparison with CounTR.

4.7. Self-supervised semantic counting

In this last section, we explore the potential of UnCounTR
for more advanced counting tasks. In particular, we test
whether our model can not only unsupervisedly count dif-
ferent kinds of objects in an image, but also determine
the categories by itself, a scenario we refer to as seman-
tic counting. To this end, we use a simple pipeline that
picks an area surrounding the maximum in the input im-
age’s CLS-attention map as the first input and refines it to
obtain an exemplar. Next, UnCounTR predicts the number
of objects in the image based on the self-constructed exem-
plar. Finally, the locations that have been detected using this
procedure are removed from the initial attention map and if

the remaining attention values are high enough, the process
is repeated to count objects of another type. We provide
the details of this method in the Appendix. In Figure 4, we
demonstrate results on two difficult real images.

5. Conclusion
In this work, we have introduced UnCounTR, showcas-
ing, for the first time, the capability of reference-based
counting without relying on human supervision. To
this end, our method constructs Self-Collages, a simple
unsupervised way of generating proxy learning signals
from unlabeled data. Our results demonstrate that by
utilising an off-the-shelf unsupervisedly pretrained visual
encoder, we can learn counting models that can even
outperform strong baselines such as DETR and achieve
similar performances to dedicated counting models such as
CounTR on CARPK, MSO, and various splits of FSC-147.
Finally, we have shown that our model can unsupervisedly
identify multiple exemplars in an image and count them,
something no supervised model can yet do. This work
opens a wide space for extending unsupervised visual un-
derstanding beyond simple image-level representations to
more complex tasks previously out of reach, such as scene
graphs or unsupervised semantic instance segmentations.
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Vo, Marc Szafraniec, Vasil Khalidov, Pierre Fernandez,
Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al.
Dinov2: Learning robust visual features without supervision.
arXiv preprint arXiv:2304.07193, 2023. 7, 8

[41] Mario Pahl, Aung Si, and Shaowu Zhang. Numerical cog-
nition in bees and other insects. Frontiers in psychology, 4:
162, 2013. 1

[42] Deepak Pathak, Philipp Krahenbuhl, Jeff Donahue, Trevor
Darrell, and Alexei A Efros. Context encoders: Feature
learning by inpainting. In CVPR, pages 2536–2544, 2016.
2

[43] Manuela Piazza and Stanislas Dehaene. From number neu-
rons to mental arithmetic: The cognitive neuroscience of
number sense. The cognitive neurosciences, 3rd edition, ed.
MS Gazzaniga, pages 865–77, 2004. 1

[44] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry,
Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learn-
ing transferable visual models from natural language super-
vision. In ICML, pages 8748–8763. PMLR, 2021. 2

[45] Viresh Ranjan, Udbhav Sharma, Thu Nguyen, and Minh
Hoai. Learning to count everything. In CVPR, pages 3394–
3403, 2021. 2, 5, 7

[46] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. NeurIPS, 28, 2015. 5

[47] Deepak Babu Sam, Neeraj N Sajjan, Himanshu Maurya, and
R Venkatesh Babu. Almost unsupervised learning for dense
crowd counting. In Proceedings of the AAAI conference on
artificial intelligence, pages 8868–8875, 2019. 2

[48] Deepak Babu Sam, Abhinav Agarwalla, Jimmy Joseph,
Vishwanath A Sindagi, R Venkatesh Babu, and Vishal M
Patel. Completely self-supervised crowd counting via dis-
tribution matching. arXiv preprint arXiv:2009.06420, 2020.
2

[49] Zenglin Shi, Pascal Mettes, and Cees GM Snoek. Counting
with focus for free. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 4200–4209,
2019. 2

[50] Zenglin Shi, Ying Sun, and Mengmi Zhang. Training-
free object counting with prompts. arXiv preprint
arXiv:2307.00038, 2023. 2

[51] Gyungin Shin, Samuel Albanie, and Weidi Xie. Unsuper-
vised salient object detection with spectral cluster voting. In
CVPR, pages 3971–3980, 2022. 2, 4
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