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Abstract

Large-scale black-box models have become ubiquitous
across numerous applications. Understanding the influence
of individual training data sources on predictions made by
these models is crucial for improving their trustworthiness.
Current influence estimation techniques involve computing
gradients for every training point or repeated training on
different subsets. These approaches face obvious compu-
tational challenges when scaled up to large datasets and
models.

In this paper, we introduce and explore the Mirrored In-
fluence Hypothesis, highlighting a reciprocal nature of in-
fluence between training and test data. Specifically, it sug-
gests that evaluating the influence of training data on test
predictions can be reformulated as an equivalent, yet in-
verse problem: assessing how the predictions for training
samples would be altered if the model were trained on spe-
cific test samples. Through both empirical and theoretical
validations, we demonstrate the wide applicability of our
hypothesis. Inspired by this, we introduce a new method
for estimating the influence of training data, which requires
calculating gradients for specific test samples, paired with
a forward pass for each training point. This approach can
capitalize on the common asymmetry in scenarios where
the number of test samples under concurrent examination
is much smaller than the scale of the training dataset, thus
gaining a significant improvement in efficiency compared to
existing approaches. We demonstrate the applicability of
our method across a range of scenarios, including data at-
tribution in diffusion models, data leakage detection, analy-
sis of memorization, mislabeled data detection, and tracing
behavior in language models.

1. Introduction
As the popularity of large-scale, black-box machine learn-
ing models continues to surge across diverse applications,
the need for transparency—an understanding of the factors

driving their predictive behaviors—becomes increasingly
critical. These models are learned from training data, and as
such, an important step towards achieving transparency lies
in estimating the influence of individual training data points
on the model’s predictions.

Extensive research on training data influence estimation
has been conducted over the years [16, 18, 22, 27, 29]. De-
spite the diversity of techniques, they all fundamentally re-
volve around a central idea of assessing the counterfactual
impact of a training data source:

How would the prediction on specific test points
change if we removed a training source? (P1)

One line of approaches [16] focuses on the direct eval-
uation of the counterfactual impact, i.e., by retraining a
model on the set excluding the training source and mea-
suring the change in the prediction. Besides the obvi-
ous computational overhead, such evaluation results suf-
fer from a low signal-to-noise ratio due to the stochasticity
in widely-used learning algorithms and are largely incon-
sistent across different runs [37]. To magnify the change
caused by removing a single source, existing techniques
mostly involve retraining models on smaller subsets of the
training data and measuring a source’s influence by aggre-
gating its contribution to different subsets not containing the
source [11, 12, 17]. While these methods produce more
consistent influence scores, they are infeasible for large-
scale models.

Another line of approaches bypasses the need for re-
training by estimating the influence through the final trained
model or intermediate checkpoints reached during the train-
ing process [22, 29]. In particular, they evaluate a training
point’s influence using the corresponding gradient of the fi-
nal model or checkpoints, which effectively represents the
local changes made by introducing the point into training.
However, calculating gradients is not only time-intensive
but also memory-inefficient compared to forward pass [26].
In our tests, it took up to 10.92 times longer and used 5.36
times more memory than inference for the Vision Trans-
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Figure 1. Overview of our approach and comparison with prior
work which can be generally categorized into re-training-based
methods and gradient-based methods. The former requires re-
training models on many different subsets of training data [11, 12,
16, 17]. The latter calculates the influences based on training data
gradients (TracIn [29] is illustrated as an example in the second
column). Our proposed method Forward-INF features only for-
ward pass computation for each training point, offering significant
efficiency improvement.

former vit-b-32 [8]. Furthermore, identifying the most
influential training point requires computing the gradient
for every single training data point. Combined, these chal-
lenges hinder the efficient determination of data influence,
especially for large-scale datasets and large models. Fig-
ure 1 highlights the conceptual difference between existing
approaches and we will defer the detailed discussion of Re-
lated Work to Appendix A.

Given the discrepancy in efficiency between gradient cal-
culation and inference, an intriguing yet uncharted question
arises: Can we maximize the usage of forward pass when
estimating influence? We will introduce a technique that
exploits the considerable efficiency gap between forward
and backward passes, especially when applied to all training
points. This method is anchored on the following Mirrored
Influence Hypothesis.
The Mirrored Influence Hypothesis. The train-to-test in-
fluence characterized by the problem (P1) is correlated with
the test-to-train influence characterized by (P2) in which the
role of training and test points is swapped:

How would the prediction on a training source
change if the model was trained on specific test
points? (P2)

More formally, consider a training dataset comprising N
data sources, Dtrn = D1 ∪ . . . ∪DN and a test set Dtst. Let
A denote the learning algorithm which takes a dataset as
input and returns a model, and let L be a loss function. The
train-to-test influence characterized by P1 can be expressed
as

Inf(Di → Dtst) = L(A(Dtrn), Dtst)− L(A(Dtrn \Di), Dtst). (1)

On the other hand, the test-to-train influence characterized
by P2 can be written as

Inf(Di ← Dtst) = L(A(Dtrn ∪Dtst), Di)− L(A(Dtrn), Di). (2)

Figure 2. We observe high correlation between train-to-test influ-
ence Inf(Di → Dtst) and test-to-train influence Inf(Di ← Dtst).
The average Pearson Correlation is 0.9673 for logistic regression
and 0.8851 for CNN trained on CIFAR-10.

We find that Inf(Di → Dtst) is highly correlated with
Inf(Di ← Dtst) for i ∈ {1, . . . , N}. Figure 2 illustrates the
correlation for convex and non-convex models trained on
the CIFAR-10 dataset and we defer results on other datasets
and models to the Appendix B due to the similarity in their
trends.
Leveraging the Hypothesis. In most data influence esti-
mation applications, the size of the test set is typically much
smaller than the training set (|Dtst|<<|Dtrn|). For example,
when identifying influential training points for a specific
model prediction, Dtst represents just a single test point.
Similarly, in detecting low-quality training data, Dtst is a
small, clean reference set, usually less than 1% of the entire
training set [19, 39, 41]. The Mirrored Influence Hypothe-
sis enables leveraging this size asymmetry between training
data and test samples under concurrent examination to de-
velop more efficient influence estimation algorithms. This
hypothesis allows for a shift in approach: from calculating
the train-to-test influence of training data, which requires
locally updating the model for each training point, to as-
sessing the test-to-train influence. In practice, this means
updating the model for the relatively few test samples and
conducting forward passes on training samples. This shift
effectively applies the more computationally intensive pro-
cess (the backward pass) to the smaller scale test set, while
the computationally lighter task (the forward pass) is ap-
plied to the larger training data, optimizing overall effi-
ciency.
Evaluation. Leveraging the insights articulated, we de-
velop a new influence estimation algorithm. We evalu-
ate its performance across diverse applications handling
image data, such as detecting mislabeled data, identify-
ing data leakage, analyzing memorization, and attributing
data in diffusion models. To further demonstrate its wide-
ranging applicability, we extended its use to tracing be-
havior in language models. This new method not only
showcases promising utility but also offers significantly
faster performance compared to traditional train-to-test in-
fluence focused techniques. For instance, our method de-
tects data leakage with 100% accuracy on CIFAR-10, sur-
passing the Influence Function [22] (30% detection rate)
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and TracIn [29] (0% detection rate) by being 30 and 40
times faster, respectively.

2. Delve Into the Hypothesis
In this section, we empirically assess the Mirrored Influ-
ence Hypothesis as applied to different datasets and mod-
els. Then, we study different influence approximators: In-
fluence Function [22] and TracIn [29], and show that our
hypothesized correlation between forward and backward
influences holds naturally under the assumptions made by
these approximators.

2.1. Empirical Study

We investigate the Hypothesis in both deterministic and
stochastic learning settings, due to the distinct noise lev-
els inherent in the influence scores of these two scenarios.
Specifically, both train-to-test and test-to-train influences
depend on the chosen learning algorithm A. Algorithms
like stochastic gradient descent (SGD) introduce random-
ness, such as through random mini-batch selection, which
affects the training process and, consequently, the trained
models. This randomness can cause variations in the losses
evaluated on these models, ultimately impacting the influ-
ence scores, which are derived from these losses, as seen in
Eqn. (1) and (2).

Particularly, the influences for individual training and
test points, which are determined by the exclusion of a train-
ing point or the addition of a test data point into the train-
ing set, are typically small and can be heavily impacted
by the stochasticity of the learning process. For example,
prior research [36] shows that the variability in an individual
point’s influence due to learning stochasticity often largely
surpasses their magnitude. This means that even when eval-
uating the same type of influence, there can be a significant
inconsistency in the rankings of different data points’ in-
fluence scores across different algorithm runs. Hence, to
meaningfully analyze the correlation between train-to-test
and test-to-train influences, it is critical to focus on settings
where the signal strength in both types of influence scores
is substantial enough to withstand the overshadowing effect
of noise.
A Near-Noiseless Setting. We start with a near-noiseless
setting where the model being trained is strongly convex
and the learning algorithm is deterministic. With long
enough iterations, the final model A(D) is guaranteed to
converge to the vicinity of the global minima for any train-
ing dataset D. Specifically, we train a logistic regression
model using L-BFGS [25] with L2 regularization. Due to
the low noise in this setting, we can investigate the point-
to-point influence, i.e., |Di| = |Dtst| = 1. We use Pearson
correlation and Spearman rank-order correlation coefficient
to measure the correlation between the two influences. As
we are mainly interested in a test point that has a high loss

(e.g., in the application of debugging a misclassified test
point), we select 10 test points that have the highest loss
and take an average over their correlation scores.
A Noisy Setting. As discussed, training non-convex models
using stochastic learning algorithms inherently produces a
high level of noise in the influence between individual train-
ing and test points. Specifically, we train a convolutional
neural network (CNN) using SGD with a learning rate of
0.01. To mitigate the noise, our initial approach is to aver-
age the influence scores over multiple runs of the learning
algorithm. However, the number of runs required to suf-
ficiently reduce the noise is prohibitively demanding. To
effectively analyze the correlation between two types of in-
fluences, we design experiments where the influence scores
across different Di are more significant in magnitude, thus
reducing the chance of these scores being overwhelmed by
noise. Specifically, we assess the group-to-group influ-
ence, i.e., the impact of various groups of training points
on a test set. Effectively, modifying a group of points in
the training set would result in more substantial changes in
loss, thereby making the influence scores more indicative.
To amplify the effect of each group’s removal or addition,
we randomly mislabel 50% of samples into different classes
and assign varying mislabeling ratios to each group. We use
30 different training groups with mislabeling ratios ranging
linearly from 0% to 100%. Dtst consists solely of clean sam-
ples.
Result. In Table 1, we show Pearson and Spearman rank-
order correlations between Inf(Di → Dtst) and Inf(Di ←
Dtst) for both settings. For the noiseless setting, we ob-
serve high correlation scores (i.e., greater than 0.96 in terms
of Pearson Correlation) across different datasets. On the
other hand, the Spearman correlation is relatively lower. As
illustrated by Figure 2, there exists a high-density region
with many similar values, which could lead to a lot of tied
ranks. These ties can disrupt the monotonic relationship that
Spearman correlation seeks to measure.

In the noisy setting with group-to-group influence, the
correlation between the two types of influences remains
high. Notably, while the Pearson correlation exhibits a
decrease in comparison to the noiseless scenario, Spear-
man correlation retains a high value. This discrepancy
arises partly because Pearson correlation, which relies on
actual data values, is more susceptible to noise. In contrast,
Spearman correlation employs ranks rather than raw values,
which inherently provides resistance to the distorting effects
of noise. Moreover, as depicted in Figure 2, the relationship
between train-to-test and test-to-train influences maintains
its correlation, albeit with a diminished linear characteris-
tic. The pronounced linear correlation for point-to-point
influences in the noiseless setting aligns with the theoreti-
cal insights discussed in the subsequent subsection. These
insights indicate that under minor perturbations to the train-
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Setting Metric MNIST FMNIST CIFAR-10

Near-Noiseless
(point-to-point inf)

Pearson 0.9975 0.9939 0.9673
Spearman 0.9027 0.7274 0.8069

Noisy
(group-to-group inf)

Pearson 0.9640 0.9752 0.8551
Spearman 0.9907 0.9915 0.8848

Table 1. The evaluation of the Mirrored Influence Hypothesis in
different settings with different datasets.

ing set, such as the alteration of a single data point, it can
be shown that training and test data have symmetrical roles
and the two types of influences are empirically equivalent.
Conversely, in the context of the group-to-group influence,
the removal or addition of entire data groups leads to more
significant model perturbations, which are not adequately
described by current theoretical frameworks. An in-depth
theoretical exploration of the correlations between the two
influences under general conditions is outside this paper’s
scope and presents an intriguing avenue for future research.

2.2. Validity of the Hypothesis for Influence Ap-
proximators

In addition to the empirical study, we show that the hypoth-
esized mirrored influence holds for well-known influence
approximators: Influence functions [22] and TracIn [29].

We begin by introducing the notations. For ease of ex-
position, we will examine the validity of the Hypothesis
in the case where |Di| = 1 and |Dtst| = 1. The ar-
gument naturally extends to more general cases. Specifi-
cally, consider a training set consisting of n samples Dtrn =
{z1, z2, ...zn}, a given test sample ztst, and a neural net-
work parameterized by θ ∈ Rd. Define the loss func-
tion L as the model’s empirical risk on the training dataset
L(θ,Dtrn) = 1

n

∑n
i=1 ℓ(θ, zi), where ℓ(θ, zi) denotes the

loss of a predictor parameterized by θ on the training sample
zi. The optimal model parameters are given by the follow-
ing empirical risk minimization: θ̂ := argminθ L(θ,Dtrn).
Influence Function (IF). The idea of IF is to analyze the
change in prediction loss when a training sample is up-
weighted infinitesimally. In particular, if we perturb the
weight of a sample z from 1 to 1 + ε, the new parameter
on the perturbed training dataset can be given as θ̂ε,z =
argminθ L(θ,D) + εℓ(θ, z). With assumptions on the loss
function being twice-differentiable and strictly convex, the
influence of an infinitesimal perturbation of a training sam-
ple z on the loss of a test sample ztst can be calculated as
[22]

dℓ(θ̂ε,z, ztst)

dϵ

∣∣∣∣∣
ε=0

= −∇θℓ(θ̂, ztst)
TH−1

θ̂
∇θℓ(θ̂, z), (3)

where Hθ̂ := ∇2
θℓ(θ̂, D) denotes the Hessian. Since remov-

ing a point z is equivalent to upweighting it by ε = − 1
n , for

n sufficiently large and 1
n → 0, one can approximate the

train-to-test influence defined in Eqn. (1) with its first-order
Taylor approximation, which gives

Inf(Di → Dtst) ≈
(
− 1

n

)
·

[
− dℓ(θ̂ε,z, ztst)

dε

∣∣∣∣∣
ε=0

]
,

combing with Eqn. (3), we have

Inf(Di → Dtst) ≈ −
1

n
∇θℓ(θ̂, ztst)

TH−1

θ̂
∇θℓ(θ̂, z) (4)

Symmetrically, consider the alternative of adding a test
sample ztst with weight ε to the training dataset. The
model trained with the new objective will be θ̂ε,ztst =
argminθ L(θ,D)+εℓ(θ, ztst). Similar to Eqn. (3), the influ-
ence of training on the test sample ztst with an infinitesimal
weight ε on the prediction loss of a training sample z can
be calculated as

dℓ(θ̂ε,ztst , z)

dε

∣∣∣∣∣
ε=0

= −∇θℓ(θ̂, z)
TH−1

θ̂
∇θℓ(θ̂, ztst) (5)

As adding a test point into the training set is the same as
setting ε = 1

n , following the same procedure, we can again
linearly approximate the test-to-train influence in Eqn. (2)
by computing

Inf(Di ← Dtst) ≈ −
1

n
∇θℓ(θ̂, z)

TH−1

θ̂
∇θℓ(θ̂, ztst) (6)

Due to the fact that Hessian is symmetric by definition, Eqn.
(4) and Eqn. (6) are equivalent. Then, we can observe that
using influence functions to approximate influence yields
the same result for both train-to-test and test-to-train in-
fluences, which coincides with our Mirrored Influence Hy-
pothesis.
TracIn. TracIn [29] approximates the influence of a train-
ing sample zti on a testing sample ztst using a first-order ap-
proximation of the model and aggregating through multiple
checkpoints during the training process:

Inf(Di → Dtst) ≈
∑
c∈C

ηc∇θℓ(θ̂c, ztst) · ∇θℓ(θ̂c, z), (7)

where c denotes an index of iteration during model train-
ing, C denotes the set of iteration indices where checkpoints
are available, and ηc and θ̂c represent the step size and the
model weights at iteration c, respectively. Then, we also
consider the alternative of estimating the influence on train-
ing sample z by training the model on the test sample ztst at
each checkpoint, which can be easily given as

Inf(Di ← Dtst) ≈
∑
c∈C

ηc∇θℓ(θ̂c, z) · ∇θℓ(θ̂c, ztst) (8)

Again, with the TracIn approximator, the influence between
a training-test sample pair can be calculated from both di-
rections and achieve the same result. Echoing our intuition,
these results suggest the universal application of the pro-
posed Hypothesis in influence approximators.
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3. Forward-INF: An Influence Approxima-
tion Algorithm Harnessing Forward Passes

In this section, we will present a new data influence estima-
tion algorithm unlocked by the Hypothesis. This algorithm
differs from existing methods by substituting the backward
pass computations for individual training points with a for-
ward pass, aiming to reduce computational costs.

Inspired by the Hypothesis, to rank the train-to-test in-
fluences among different training points, we can alterna-
tively arrange them in order based on the test-to-train in-
fluences, as described in Eqn. (2). Specifically, calculat-
ing Inf(Di ← Dtst) involves first acquiring two models
θ̂ = A(D) and θ̂+Dtst = A(D ∪ Dtst). We assume that
θ̂ is available after training. As getting θ̂+Dtst by training
on D ∪ Dtst from scratch can be expansive, we propose
to use continual learning and obtain this model by updat-
ing the existing model θ̂ with Dtst. Denote the resulting
model as θ̃+Dtst . In Appendix C, we will show that when n

is large and θ̂ and θ̂+Dtst are close, continually updating θ̂
on Dtst is a good approximation to training from scratch. In
Appendix E, we will also empirically compare the result-
ing influence scores of the two settings. Finally, with the
two models θ̂ and θ̃+Dtst , one can calculate the influence for
each training source Di by two forward passes, which give
L(θ̃+Dtst , Di) and L(θ̂, Di), and then take the difference.
Implementation. The pseudo-code is provided in Algo-
rithm 1. We call this algorithm the Forward-INF algo-
rithm because it implements forward passes on the training
set. Note that this algorithm still applies backward passes
on the test set. However, as typically, the training size is or-
ders of magnitude larger than the number of test points be-
ing inspected concurrently, this algorithm is usually much
faster than existing methods, like Influence Functions and
TracIn, which apply backward passes on the training set
(and the test set).

Also, note that gradient ascent is implemented as default
to update θ̂. This is because if the test sample is drawn from
a similar distribution as the training data, the magnitude of
the gradient ∇θℓ(θ, ztst)|θ=θ̂ tends to be small. Thus, em-
ploying gradient descent would introduce a small loss dif-
ference L(θ̂K , Di)−L(θ̂, Di). By contrast, gradient ascent
is likely to produce a model underfitting for points simi-
lar to the test points, thus resulting in a larger loss differ-
ence for training points, which is beneficial for comparing
their influences. However, it is observed in experiments that
both gradient descent and ascent perform similarly well.
A detailed ablation study on this aspect is deferred to Ap-
pendix E.
Hyperparameter. The number of maximization iterations
K and the learning rate α can be tuned if one has access
to or can create some ground-truth “influential points.” For
example, one could use a subset of training data as test sam-

Algorithm 1 Forward-INF Algorithm

Require: Training set Dtrn = D1∪. . .∪Dn, Trained model
θ̂, Target test samples Dtst, Number of continual learn-
ing iterations K, Learning rate α

Ensure: Forward-INF (Di) for i = 1, . . . , n
1: Initialize θ̂0 ← θ̂
2: for j = 1 to K do
3: Gradient ascent: θ̂j+1 ← θ̂j + α∇θL(θ̂j , Dtst)
4: end for
5: for Di ⊂ Dtrn do
6: Forward pass of θ̂K to get L(θ̂K , Di)

7: Forward pass of θ̂ to get L(θ̂, Di)

8: Forward-INF (Di) = L(θ̂K , Di)− L(θ̂, Di)
9: end for

ples. Intuitively, the same training point would be most in-
fluential to the test. In this case, one can tune K so that the
duplicates in the training set (i.e., the ground-truth influen-
tial point) are assigned with the highest influence score.

4. Application

In this section, we evaluate our approach to both vision and
natural language processing (NLP) tasks. In particular, we
apply our proposed method to the data influence estima-
tion problem in diffusion models [37] (Section 4.1), data
leakage detection [4] (Section 4.2), analysis of memoriza-
tion [11] (Section 4.3) as well as mislabeled data detection
(Section 4.4).

We extend our method into the NLP task to showcase
the performance in the context of a model behavior tracing
task [3] (Section 4.5). The scope of this study is to empha-
size the method’s versatility across different applications
rather than to outperform existing application-specific base-
lines in each case. However, we will compare our test-to-
train influence calculation method with existing train-to-test
influence methods, both characterized by their application-
agnostic nature.

4.1. Data Influence Estimation in Diffusion Model

Motivation. Recent advancements in generative models,
such as stable diffusion [31], have shown remarkable per-
formance in synthesizing high-quality images. Even though
the generated images differ from the original training data,
these are largely influenced by them, raising potential issues
of copyright infringement [38]. Therefore, it is important to
identify the training points contributing most to synthesiz-
ing a specific output.
Setup. Following [37], we leverage the stable diffusion [31]
as a pre-trained model and a specific concept in ImageNet
with various pre-defined prompts related to the concept
for fine-tuning. This will generate a model customized to
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Figure 3. Data attribution in diffusion models. For given syn-
thesized samples of the second column, obtained by fine-tuning
with an image of the first column, we illustrate the points with the
highest influences in the candidate set. Our method can assign the
highest influence to the fine-tuning point which computationally
influences the synthesized image the most.

the concept. The synthesized images from the customized
model are computationally influenced by the fine-tuning
examples by construction. Hence, the fine-tuning exam-
ples can be regarded as ground-truth high-influence training
points. Our goal is to test whether the proposed method can
indeed assign a higher influence to the fine-tuning points
than the points in the pre-training set. We regard each in-
dividual synthesized image as Dtst and apply our method
to calculate the influence of individual training points in
both the pre-training set (i.e., LAION 2B [32]) and the fine-
tuning set. We adopt a strategy similar to [3] to acceler-
ate the evaluation. In particular, we create a candidate set
Dcandidate ⊂ Dtrn [3], consisting of: (1) Ground truth, which
is the fine-tuning examples and (2) Distractors, which in-
clude 50 pre-training samples whose captions have the most
overlap with the given prompt as well as 50 random samples
drawn from the pre-training set.
Result. Figure 3 shows the qualitative results of our pro-
posed method. We retrieved a set of 7 samples with the
highest influence scores from the candidate set. We observe
that the fine-tuning image consistently is ranked with the
highest influence. This aligns with the design of our ex-
periment, where the fine-tuned example is deliberately con-
structed to exert the most computational influence on the
synthesized image. Also, it can be seen that the remaining
samples retrieved mostly share similarities either in image
or caption or both with the synthesized image. We also pro-
vide the quantitative results in identifying the ground truth
across different sizes of candidate sets and the comparison
with the baselines in the Appendix E.

4.2. Data Leakage Detection

Motivation. Data leakage refers to an oftentimes unin-
tended mistake that is made by the creator of a machine
learning model in which they accidentally share the infor-

CIFAR-10 – ResNet18 CIFAR-100 – ResNet50

Method Time T-1 T-5 T-10 Time T-1 T-5 T-100

IF-100 10 30 35 45 38 0 0 20

IF-1000 15 45 45 50 92 0 0 25

IF-10000 72 0 0 0 570 0 0 0

TracIn-1 12 2 6 7 43 6 11 19

TracIn-3 36 6 10 14 130 9 14 20

TracIn-5 60 6 10 14 215 10 13 19

Forward-INF 0.3 100 100 100 1.5 95 100 100

Table 2. Data leakage detection with top-K (T-K) accuracy (%).
Performance is compared on different datasets and models. Here,
TracIn-K denotes that we use K checkpoints for TracIn and
IF-L denotes that we used L depths for IF. We also report com-
putation time (in minutes) for each test point.

mation between the test and training data set. In this task,
we apply data influence estimation methods to detect data
leakage. Intuitively, for a given test point, if there exists a
leakage to the training set, then the corresponding leaked
duplicate point would have the highest influence. To evalu-
ate the detection performance of the leaked samples, we use
the top-k detection rate metric.
Setup. In training data leakage evaluation, we use ResNet-
18 (RN18) and ResNet-50 (RN50) classifiers [15], trained
on CIFAR-10 [23] and CIFAR-100 [7], respectively. To
simulate the case of data leakage, we set Dtst ⊂ Dtrn. For
baseline methods, we vary the key hyperparameters (i.e.,
the number of depths for Taylor expansion used by LISSA
in approximating the Hessian for IF [2, 27] and the number
of checkpoints for TracIn). We present the details, results
of ImageNet100, and visualizations in Appendix E.
Result. As shown in Table 2, our approach is effective in
identifying duplicated samples with 100% and 95% top-1
detection accuracy for both RN18 and RN50 classifiers. We
observe that with the larger model RN50, the performance
of IF deteriorates when detecting data leakage. This result
is consistent with [5] that IFs are poor estimates of the im-
pact of excluding a training point for neural networks. Re-
garding the depth parameter, the algorithm’s convergence to
α−1(G+λI)−1v depends on the condition α(G̃+λI) ⪯ I
being valid at every step [13], which is rarely the case
with large and complex models. Hence, errors could ac-
cumulate with each iteration, leading to the worst result for
the IF-10000. Moreover using more iterations can re-
sult in a larger per-iteration cost. It is interesting to note
that TracIn also exhibits poor performance in data leak-
age detection. Although it often identifies visually similar
samples to the test example, it fails to accurately detect the
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Figure 4. Memorization analysis, where the goal is to identify
which training point’s memorization is critical for predicting a spe-
cific test point. Prior work [11] proposed an algorithm to compute
memorized training-test pairs, but it requires re-training the target
model many times. We show that Forward-INF can identify the
same memorized pairs without the need for re-training.

ground-truth leaked sample as illustrated in Figure 12. This
discrepancy arises because, although the gradient of a dupli-
cated sample may align with that of a test sample, numerous
other training samples may align in a similar direction but
with greater magnitude, yielding even higher scores than the
duplicate itself. Additionally, TracIn in large-scale mod-
els often relies on last-layer gradient information [3], which
may lead to a suboptimal approximation to ground truth at-
tribution. As shown in Table 6, Forward-INF achieves
the best scores in terms of both efficacy and computational
efficiency, while other approaches suffer from a signifi-
cant computational bottleneck (benchmarked on NVIDIA
GeForce RTX 2080 Ti), as well as difficulty in finding du-
plicated pairs.

4.3. Memorization Analysis

Motivation. Prior research [11], studied the pair of train-
ing and test samples in which memorization of the training
point is important to predicting a given test sample. Charac-
terizing these memorized pairs is essential for understand-
ing the learning mechanisms in neural networks. Towards
that end, they proposed a re-training-based approach that
directly evaluates the train-to-test influence in order to iden-
tify such so-called “influential pairs” (following their termi-
nology). However, this approach entails high computational
requirements. Here, we aim to examine whether our ap-
proach, which is much more light-weighted than [11], can
identify the same pairs.
Setup. To ensure a fair comparison, we employ the same
training algorithm as described in [11] to train ResNet-50
classifiers on CIFAR-100. We utilize the influential pairs
provided by the authors for a qualitative comparison.
Results. In Figure 4, we compare the most influential
training point as determined by our influence score calcu-
lations with the results from prior research. In each sub-
figure, the first two panels display the test point and the

most influential training point characterized by [11], while
the third one presents the top-influence point retrieved by
Forward-INF . Figure 4 shows that our approach can
identify the same influential pairs as those in [11] but with-
out retraining models. As mentioned in [11], the high-
influential pairs (with an influence score > 0.4) are near du-
plicated samples and benefit the most from memorization.
Therefore, it leads to high memorization scores. Further
qualitative results are provided in Appendix E.

4.4. Mislabeled Data Detection

Motivation. Automated identification of incorrectly la-
beled samples in training datasets is essential, particularly
given the high incidence of human labeling errors [20]. Hu-
man judgment often varies and can be subjective, leading
to inconsistent labeling, a situation that is particularly pro-
nounced in the case of ambiguous samples. Reliable mis-
labeled data detection can substantially reduce the costs
associated with human labeling by facilitating automated
checks.
Setup. For our study, we select a random training subset
Dtrn of 2000 data points from the CIFAR-10 dataset, in-
tentionally introducing label errors in 20% of these samples
by assigning them to random classes. This data size is used
due to the computational complexities associated with the
Influence Function (IF). We then train a ResNet-18 model
for 100 epochs. We follow the same setting by calculat-
ing self-influence scores, i.e. the influence of the training
point onto itself, without relying on the validation data, i.e.,
Dtst = Dtrn. After computing the scores for each training
point, we sort them in descending order and then examine
them for potential mislabeling in this sorted order.
Result. In Figure 5, we show the mislabeled data detec-
tion result. As shown in the figure, our proposed method
can find over 80% of mislabeled samples within the first
300 checked samples. While IF would require to go
through 75% of training samples to detect that many mis-
labeled samples, regardless of the sorting order. For the
case of computing self-influence, the gradient-based meth-
ods, IF and TracIn, in fact, compute the magnitude of
each point’s gradient. Thus, even though the gradients of
mislabeled training points might point in the opposite di-
rection than the gradients of the clean samples, their mag-
nitude can be smaller than those of the clean ones, result-
ing in the incapability of successful mislabel detection. Our
method overcomes this issue by computing the loss differ-
ence between two models, θ̂ and θ̂+Dtst , where the loss
difference for clean samples will be smaller than those of
the mislabeled ones, since clean samples highly likely have
samples with similar labeling distribution, while the ran-
domly mislabeled samples hardly have the support in the
training dataset. Thus, they are more prone to larger loss
changes. In conclusion, our approach demonstrates high
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mislabeled data detection performance and computation ef-
ficiency compared to existing baselines.

Influence 
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Figure 5. Mislabeled data detection in a subset of CIFAR-10.
Left) Mislabeled data detection performance comparison between
Forward-INF and IF. Right) Computation time comparison be-
tween methods. Forward-INF is not only effective in detecting
mislabeled training data but also efficient in its computation.

4.5. Language Model Behavior Tracing

Motivation. With the growing prevalence of large lan-
guage models in various applications, such as conversa-
tional agents [10, 33, 34], the importance of providing rea-
sonable supporting evidence has become paramount. As a
result, the need to trace the origin of a model’s output back
to specific data samples has also become indispensable to
identifying the responsible training data. Driven by this mo-
tivation, we study the task of model behavior tracing regard-
ing factual assertion, which involves identifying the training
examples responsible for inducing the model to make some
factual assertion at test time.
Setup. We utilize a MT5 model [40] to finetune on the
FTRACE-TREx dataset [3]. We consider each training ex-
ample that conveys the same fact as a “proponent” of the
corresponding test example and as a “distractor” otherwise.
We provide the details of the dataset and hyperparameter se-
lection in Appendix D. Due to the demanding computation
required by other direct train-to-test influence estimation
methods, such as IF, here we only compare with TracIn.
In order to make TracIn [1] more efficient, for each test
sample, we limit the scope of our search to a candidate set,
i.e., a subset of the entire training dataset, following pre-
vious studies [3, 27]. We leverage the same evaluation
metrics (i.e., precision and Mean Reciprocal Rank (MRR))
described in the previous studies [3, 27]. To consider the
efficiency and the performance simultaneously, we propose
a time-dependent performance metric, i.e., performance in
a limited time budget. This metric is realistic because, in
practice, user-facing products cannot afford to spend an in-
definite amount of time responding to a user’s request.
Results. As shown in Table 3, we observe that
Forward-INF outperforms the TracIn in terms of
both metrics as TracIn cannot inspect enough samples
within the given time. Also, counter-intuitively, the per-
formance for TracIn drops when using multiple check-
points compared with a single checkpoint. This finding

Candidate Set Size 15K 20K Inspected Queries

Metric MRR Precision MRR Precision # of Queries/Min

TracIn (Single) 0.1658 0.1367 0.1532 0.1300 307.522

TracIn (Multi) 0.1596 0.1300 0.1508 0.1300 307.522

Forward-INF 0.2101 0.1650 0.1927 0.1518 1306.323

Table 3. Language model behavior tracing performance com-
parison of different attribution methods.

is also reported in the previous studies [3, 27]. In addi-
tion, Forward-INF is more than four times faster than
TracIn, in terms of the inspected number of queries per
minute, even if we calculate only one layer’s gradient for
TracIn. Therefore, in the domain of large-scale models
trained on vast quantities of data samples, the benefit of our
method stands out. We further provide behavior-tracing ex-
periments on paraphrased queries in Appendix E. We also
provide a comparison with a simple model-independent in-
formation retrieval [30] approach in Appendix E.

5. Conclusion
Our contribution lies in the investigation of the Mirrored
Influence Hypothesis. Expanding upon this hypothesis, we
have developed a novel method to estimate train-to-test in-
fluence by solving the test-to-train influence problem. This
approach involves evaluating the impact of incorporating a
specific test set into the training set on the prediction of a
training data source. Our method can be applied broadly
and contribute meaningful insights across various settings.
In particular, it outperforms traditional approaches that di-
rectly compute train-to-test influence by achieving an im-
proved tradeoff between utility and efficiency.
Limitations & Future Work. The exploration of the
Hypothesis unveils many avenues for future research.
Although this paper excludes heuristic enhancements to
Forward-INF , it is expected that strategic layer selec-
tion, and incorporating strategies to counter catastrophic
forgetting [21], could enhance our method’s performance.
Formulating a theoretical framework to formally validate
the Hypothesis constitutes an intriguing direction for future
studies.
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