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Abstract

We address the problem of generating realistic 3D mo-
tions of humans interacting with objects in a scene. Our
key idea is to create a neural interaction field attached to
a specific object, which outputs the distance to the valid
interaction manifold given a human pose as input. This in-
teraction field guides the sampling of an object-conditioned
human motion diffusion model, so as to encourage plausi-
ble contacts and affordance semantics. To support inter-
actions with scarcely available data, we propose an au-
tomated synthetic data pipeline. For this, we seed a pre-
trained motion model, which has priors for the basics of
human movement, with interaction-specific anchor poses
extracted from limited motion capture data. Using our
guided diffusion model trained on generated synthetic data,
we synthesize realistic motions for sitting and lifting with
several objects, outperforming alternative approaches in
terms of motion quality and successful action completion.
We call our framework NIFTY: Neural Interaction Fields
for Trajectory sYnthesis. NIFTY results are available on
https://nileshkulkarni.github.io/nifty

1. Introduction
Predicting human-object interaction motions is a key com-

ponent of systems for vision, robotics, and animation. For ex-
ample, consider generating the motion of a person sitting on
a chair or table as in Fig. 1. Achieving this in general requires
progress on several important independent sub-problems: (i)
navigating in the scene while avoiding obstacles, (ii) ap-
proaching the object and initiating an interaction through
contact, and (iii) potentially moving the object and transi-
tioning to subsequent actions. In this work, we address the
second problem of approaching and initiating contact, which
is the core of the interaction. We term this problem the “last
mile" of interaction. Unlike navigation in stage (i), which is
primarily collision avoidance, solving the last mile requires
accounting for object affordances and changes in contacts
that influence human motion. Afterwards, kinematic [8] or
learning-based methods [56] can be used in stage (iii) to
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Figure 1. NIFTY Overview. (Left) Our learned object interaction
field guides an object-conditioned diffusion model during sam-
pling to generate plausible human-object interactions like sitting.
(Right) Our automated training data synthesis pipeline generates
data for this model by combining a scene-unaware motion model
with small quantities of annotated interaction anchor pose data.

update object pose during continued motion.
One challenge of generating motion in the last mile is

developing an effective model. Recent generative human
motion models [15, 34, 45] synthesize realistic movements
but are unaware of scene context. To address this, some
approaches condition motion synthesis on entire scene ge-
ometry, e.g., a scanned point cloud [20, 50, 52, 53]. How-
ever, these methods can be multi-stage and rely on post-
processing optimization [50, 52] or hand-designed guidance
constraints [20] to avoid physical artifacts like scene penetra-
tion and foot sliding [53]. Other approaches are conditioned
on a single object [13, 41, 61] and focus on a small set
of actions (e.g., sitting specifically on a chair), but make
action-specific modeling assumptions that require per-frame
annotations for contact, action class, and phase [41].

A second major challenge of learning motion for the
last mile is the lack of reliable paired human-object data.
Datasets that capture humans in general scenes offer a vari-
ety of motions but limited quality due to the complexity of
capture [11]. Meanwhile, specific interactions with single
objects can be captured with higher quality [3, 12, 42, 61]
but are of limited size and scope. Methods that train on such
object data require extensive data augmentation [12, 41, 61],
and extending this detailed capture setup to new objects and
motions is difficult and expensive.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

947



In this work, we tackle both the modeling and data chal-
lenges to enable generating realistic interactions with a va-
riety of objects, such as sitting on a chair, table, or stool
and lifting a suitcase, chair, etc. In terms of modeling, we
extend a human motion diffusion model [45] to condition
on object geometry and propose guiding generation with a
data-driven human-object interaction field. This interaction
field is object-centric, taking a human pose as input and
learning to regress the distance to a valid interaction pose
(e.g., the final sitting pose). The field forms a guidance loss
whose gradient pushes the test-time denoising process to
produce high-quality interaction motions while accounting
for both physical and semantic factors, unlike prior guidance
approaches [20]. We refer to this framework as NIFTY:
Neural Interaction Fields for Trajectory sYnthesis.

To train this model and overcome the lack of available
mocap data, we develop an automated data pipeline that
leverages a powerful pre-trained and scene-agnostic human
motion model. Starting from an anchor pose that captures
the moment of contact (e.g., the final sitting pose in Fig. 1,
right), the pre-trained motion model is used to sample a large
variety of motions that end in the anchor pose. As shown in
Fig. 1, our interaction field, diffusion model, and motion data
pipeline make up a general framework to synthesize human-
object interactions for a desired character that is flexible to
multiple actions, even when dense mocap data is unavailable.

We evaluate NIFTY on sitting and lifting interactions
for a variety of objects. In our user study, NIFTY’s mo-
tions are preferred over 80% of the time to state-of-the-art
baselines [12, 53], while outperforming on quantitative in-
teraction metrics. Overall, this work contributes (1) a novel
object interaction field to guide an object-conditioned motion
diffusion model to synthesize realistic interactions, (2) an au-
tomated synthetic data generation technique to produce many
interactions from limited pose data, and (3) high-quality mo-
tion synthesis for interactions with several objects.

2. Related Work
Synthesizing Human Motion and Interactions. Unlike
works that generate human motion in isolation [15, 18, 32,
34, 45, 62], our work focuses on incorporating environ-
mental context [4, 5]. Some approaches condition motion
generation on scanned scenes that encompass multiple ob-
jects [20, 50, 51, 52], but the limited availability of paired
scene-motion data hurts the quality of results. Object-centric
models like NSM [41], SAMP [13], and COUCH [61] gener-
ate higher-quality motions by narrowing the problem scope
to specific single-object interactions, e.g., generating mo-
tions for a single character [13, 14, 41] or a limited set of
actions [61] like sitting on a chair. These models rely on
high-quality motion capture datasets, and some require addi-
tional dense annotations like contacts [41, 61], actions [12],
and phases [41]. DIMOS [63] avoids needing paired motion-

object data by learning a control policy in a motion prior
latent space, but the policy requires a full-body goal pose as
input at test time. Concurrent work ROAM [60] uses a neural
descriptor field (NDF) [38] to optimize an interaction goal
pose that becomes the input for a separate autoregressive
motion model. Our work focuses on interactions with indi-
vidual objects, but utilizes diffusion guidance with a learned
interaction field to minimize artifacts and avoid the need for
a goal pose input at runtime. We use a novel data generation
pipeline to learn such interactions from limited data.

Motion Diffusion Models. Following success in other do-
mains [16, 17, 21, 30, 35, 40, 65], diffusion models have
enabled generating high-quality, full-body 3D human mo-
tion [6, 45, 47, 59]. While some models enable controllabil-
ity through kinematic pose constraints [24, 37, 55], they are
unaware of scene context. SceneDiffuser [20] generates hu-
man motion conditioned on a scene point cloud after training
on noisy paired scene-motion data [11]. It employs gradient-
based guidance with hand-designed objectives to encourage
collision-free, contact-driven, and smooth motion during de-
noising. InterDiff [56] learns an interaction corrector that
intermittently updates human and object motion predictions
during the denoising process if contact and penetration con-
straints are violated. Our interaction field is data-driven and
guides denoising at every step to generate plausible motion
that approaches an object and ends in valid contact.

Neural Distance Fields for Pose. Grasping Fields [23]
parameterize hand-object grasping through a spatial field
that outputs distances to valid hand-object grasps. Pose-
NDF [46] learns an object-unaware distance field in the full-
body pose space for human poses. NGDF [54] and SE(3)-
DiffusionFields [48] learn a field in the robot gripper pose
space to define a manifold of valid object grasps. Our object
interaction field extends this idea to full-body human-object
interactions by learning to predict the distance between a
human pose and the interaction pose manifold. Unlike prior
works, we use this field to guide denoising.

Human Interaction Data. Learning human-object interac-
tions is hampered by the challenge of capturing humans in
scenes. Datasets that contain full scenes paired with human
motion [10, 11, 19, 36, 64] are relatively small and often
noisy due to capture difficulties. Single-object interaction
datasets with a small set of objects [3, 13, 22, 42, 61] are
better quality but are small with limited scope. Recent ap-
proaches use automated synthetic data generation, e.g., 3D
scenes can be inferred from pre-recorded human motions to
get plausible paired scene-motion data [53, 57, 58]. How-
ever, motions from these methods are limited to available
pre-recorded mocap. Our data generation requires a small
set of interaction anchor poses and generates novel motions
not contained in prior datasets using tree-based rollouts [62]
from a pre-trained generative model [34].
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3. Method
In this section, we detail our NIFTY pipeline for learn-

ing to synthesize realistic human-object interaction motions.
§3.1 introduces a conditional diffusion model to generate
human motions given the geometry of an object. §3.2 de-
tails the object-centric interaction field to guide the diffusion
model at sampling time and §3.3 discusses the synthetic data
generation process to train the model.

3.1. Motion Generation through Diffusion

Motion Representation. Motion generation is formulated
as predicting a sequence of 3D human pose states. Our
pose representation is based on the SMPL body model [25]
and is similar to prior successful human motion diffusion
models [9, 45]. Pose Xi at frame i in a motion sequence is:

Xi = {jpi , j
r
i , j

v
i , j

ω
i , t

p
i , t

v
i }, (1)

which includes joint positions jpi ∈ R3×22, rotations jri ∈
R6×22, velocities jvi ∈ R3×22, and angular velocities jωi ∈
R3×22 for all 22 SMPL joints including the root (pelvis).
Additionally, the SMPL global translation tpi ∈ R3 and
velocity tvi ∈ R3 are included. A motion is a sequence of N
poses denoted as τ = {X1, . . . , XN} where all poses are in
a canonicalized coordinate frame based on the first pose X1.
Model Formulation. The diffusion model simultaneously
generates all human poses in a motion sequence [45] to
achieve a desired interaction. Intuitively, diffusion is a nois-
ing process that converts clean data into noise. We want our
motion model to learn the reverse of this process so that real-
istic motions can be generated from randomly sampled noise.
Mathematically, forward diffusion is a Markov process with
a transition probability distribution:

q(τ k|τ k−1):= N (τ k;µ =
√

1−βkτ k−1, σ = βkI), (2)

where τ k denotes the motion trajectory at the kth nois-
ing step, and a fixed βk is chosen such that q(τK) ≈
N (τK ;0, I) after K steps. Our generative model learns
the reverse of this process (denoising), i.e. it recovers τ k−1

from a noisy input trajectory τ k at each step and doing
this repeatedly results in a final clean motion τ 0. Be-
cause the model is generating interaction motions with an
object, we condition denoising on interaction information
C = {Po, Ro,b, X0}, which includes the canonicalized ob-
ject point cloud Po ∈ R5000×3, rigid object pose relative
to the person Ro ∈ R4×4, SMPL body shape parameters
b ∈ R10, and starting pose X0. Each reverse step is then:

pθ(τ
k−1|τ k, C) := N (τ k−1;µ = µθ(τ

k, k, C), σ = βkI),
(3)

where the diffusion step k is also given as input. Instead of
predicting the noise ϵk added at each step of diffusion [16,
21], our model Mθ directly predicts the final clean signal

τ̂ 0 = Mθ(τ
k, k, C) from which the mean µθ(τ

k, k, C) is
computed [30, 35, 45]. This formulation has the benefit that
physically grounded objectives can be easily applied on τ̂ 0

in the pose space, which is useful for guidance as discussed
below. During training, a ground truth clean trajectory τ 0

is noised and given as input, then the model is trained to
minimize the objective ∥τ̂ 0 − τ 0∥22.
Sampling and Guidance. At test time, samples are gen-
erated from the model given random noise and interaction
conditioning C as input. Ensuring that the sampled motions
adhere to the geometric and semantic constraints of the ob-
ject is key to plausible interactions. Diffusion models are
well-suited for this, since guidance can encourage samples
to meet desired objectives at test time [21].

The core of guidance is a differentiable function G(τ 0)
that evaluates how well a trajectory meets a desired objective.
This function could be learned [21] or analytic [35]. For our
problem, G(τ 0) evaluates how plausible an interaction mo-
tion is for a specific object; §3.2 details how this can be done
with a learned object interaction field. Throughout denois-
ing (i.e., sampling), the gradient of the objective function
is used to nudge trajectory samples in the correct direction.
We use a formulation of guidance that perturbs the clean
trajectory output from the model τ̂ 0 at every denoising step
k as follows [17, 35]:

τ̃ 0 = τ̂ 0 − α∇τkG(τ̂ 0) (4)

where α controls the guidance strength. The updated trajec-
tory τ̃ 0 is then used to compute µ.
Architecture. As shown in Fig. 2 (right), the denoising
model Mθ is based on a transformer encoder-only architec-
ture [45, 49]. Each human pose in the input trajectory τ k is
a token, while each conditioning in C becomes a separate
token. The object point cloud Po is encoded with a Point-
Net [33], the rigid pose Ro is encoded with a three-layer
MLP, and k is encoded using a positional embedding [44].
Full details are available in the supplementary material.

3.2. Human-Object Interaction Field

After training on human-object interactions, the diffusion
model can generate reasonable motion sequences but fails to
fully comply with constraints in the last mile of interaction [2,
7], even when conditioned on the object. This causes artifacts
such as penetration with the object. To alleviate this issue, we
propose to guide motion samples from the diffusion model
(Eq. (4)) with a learned objective G that captures realistic
interactions for a specific object.

We take inspiration from recent work that uses neural
distance fields to learn valid human pose manifolds [46] and
robotic grasping manifolds [54]. For our purposes, the field
takes in an arbitrary human pose and outputs how far the
query pose is from being a “valid” object interaction pose.
We define an interaction pose to be an anchor frame in a
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Figure 2. Model Architecture. Our full motion synthesis method (middle) consists of an object interaction field Fϕ (left), which guides
the diffusion model Mθ (right) at sampling time to produce plausible interactions. At each step k of denoising, the diffusion model predicts
a clean motion τ̂ 0 from a noisy motion input τ k and conditioning information. The object interaction field takes the last pose from the
diffusion output as input, and uses guidance to push the pose towards the valid interaction manifold using a predicted pose correction.

Figure 3. Interaction Field Visualization. We query the field in
several locations with a sitting pose (a subset shown in grey) and
visualize the output for pelvis, feet, and neck joints. All cylinders
are oriented towards the chair, indicating the correction vector’s
magnitude and direction. This correction is due to the misalignment
between the sitting pose and chair position.

motion sequence that captures the core of the interaction,
e.g., the moment a person settles in a chair after sitting (as
in Fig. 1) or contacts an object when lifting.

Our object interaction field operates in the local coor-
dinate frame of a specific object. The interaction field Fϕ

takes as input a simplified pose X̃={jp, tp}, which includes
joint positions and global translation. The field outputs an
offset vector ∆X̃=Fϕ(X̃) that projects the input pose to the
manifold of valid interaction poses for the object such that
X̃+∆X̃ is a plausible interaction pose. Fig. 3 visualizes
the output vectors of an example interaction field for a chair.
Querying the field with a sitting pose away from the chair
(i.e. not a valid interaction) gives a correction pointing back

towards the chair. For further away points, the visualized
vectors are longer, indicating larger corrections are needed.
Guidance Objective. The object interaction field serves as
a differentiable function that can be incorporated into the
guidance objective to judge how far a motion is from the
desired interaction manifold. Let X̃i ∈ τ be the simplified
pose from the ith frame of a motion τ . If we know that this
pose should be a valid interaction pose, then the guidance
objective is defined as G(τ ) = ∥Fϕ(X̃i)∥22. During denois-
ing, output poses from the diffusion model are evaluated by
this guidance objective to encourage the generated motion
to contain a valid interaction pose.
Training. Supervising Fϕ requires a dataset of invalid poses
with corresponding valid interaction poses. We collect this
after training the diffusion model detailed in §3.1. In partic-
ular, a noisy ground-truth interaction motion τ k at a random
noise level k is given to the diffusion model as input. The
denoiser predicts τ̂ 0, which should match the ground truth
τ 0 if the model is perfect. In practice, denoising back to
ground truth is difficult at high noise levels (e.g., k=900), so
we consider τ̂ 0 as an invalid interaction motion with a corre-
sponding valid motion τ 0. Finally, we extract the last frame
of the motion X̃N ∈ τ̂ 0 as the training input for the interac-
tion field, since this is the interaction pose in our data (see
§3.3). We further augment the dataset by applying random
rigid transformations to the invalid interaction poses.

Given the pose from the diffusion model X̃N ∈ τ̂ 0 and
corresponding ground truth interaction pose ỸN ∈ τ 0, the
interaction field training loss is computed as ∥Fϕ(X̃N ) −
(ỸN − X̃N )∥1. Note that training on outputs from the diffu-
sion model is important since the interaction field operates
on these kinds of outputs during test-time guidance.
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Figure 4. Generated Synthetic Data. Motion sequences from one tree rollout are visualized for one sitting anchor pose. The middle shows
a bird’s-eye view of the pelvis joint trajectories in light pink. All trajectories end in the same sitting pose, yet start at diverse locations
around the chair. We highlight a few trajectories in blue and show full-body motions from the corresponding generations on the left and
right sides. The full dataset contains many trees for different objects and humans.

Architecture. As shown in Fig. 2 (left), the interaction field
architecture is an encoder-only transformer that operates on
the input pose as a token. In practice, it also takes in the
canonical object point cloud as a conditioning token to allow
training a single field for multiple objects.

3.3. Automatic Synthetic Data Generation

We propose an automated pipeline to generate synthetic
interaction motions. We first select anchor pose frames
from an existing small dataset [3] that are indicative of an
interaction we want to learn. Our key insight is to use a
pre-trained scene-unaware motion model [34] to sample a
diverse set of motions that end at a selected anchor pose,
thereby demonstrating the interaction. We describe the key
components next and refer to the supplement for details.
Anchor Pose Selection. We require a small set of anchor
poses that each capture the key frame of an interaction mo-
tion. For sitting on a chair this is the sitting pose when the
person first becomes settled in the chair (see Fig. 1). In
generating motion data, these anchor poses will be the final
frame of each synthesized motion sequence. This is because
our goal is to generate motions that initiate contact with
the object, but not to actually move the object after making
contact. For the experiments in §4, these anchor frames are
chosen manually from a small dataset of interactions [3].
Generating Motions in Reverse. The goal is to gener-
ate human motions that end in the chosen anchor poses
and reflect realistic object interactions. We leverage Hu-
MoR [34], which is a conditional motion VAE trained on
the AMASS [27] mocap dataset. It generates realistic hu-
man motions through autoregressive rollout, but is scene-
unaware. To force rollouts from HuMoR to match the final
anchor pose, we could use online sampling or latent motion
optimization, but these are expensive and not guaranteed to
exactly converge. Instead, we re-train HuMoR as a time-

reversed motion model that predicts the past instead of the
future motion given a current input pose. Starting from a de-
sired interaction anchor pose XN , our reverse HuMoR will
generate XN−1, XN−2, · · · , X1 forming a full interaction
motion that, by construction, ends in the desired pose.
Tree-Based Rollout & Filtering. To ensure sufficient di-
versity and realism in motions from HuMoR, we devise a
branching rollout strategy that is amenable to frequent filter-
ing and results in a tree of plausible interactions. Starting
from the anchor pose, we first sample 30 frames (1 sec) of
motion. Then, multiple branches are instantiated and random
rollout continues for another 30 frames on these branches
independently. Continuing in this branching fashion allows
growing the motion dataset exponentially while also filtering
to ensure branches are sufficiently diverse and do not contain
undesireable motions. Filtering involves heuristically prun-
ing branches with motions that collide with the object, float
above the ground plane, result in unnatural pose configura-
tions, and become stationary. For our experiments, we roll
out to a tree depth of 7 and sample many motion trees start-
ing from each anchor pose. Individual paths are extracted
from the tree to give interaction motions, and we post-filter
out sequences that start within 1 meter of the object.
Generated Datasets. We use this scalable strategy to gen-
erate training data for sitting and lifting interactions. Fig. 4
demonstrates the diversity of our generated datasets by vi-
sualizing top-down trajectories and example motions from
a single tree of sitting motions. For the sitting dataset, we
choose 174 anchor pose frames across 7 subjects in the BE-
HAVE [3] dataset. This results in a dataset of 200K motion
sequences that include sitting on chairs, stools, tables, and
exercise balls. Each motion sequence in this dataset ends at
a sitting anchor pose. For lifting, 72 anchor poses from 7
subjects are used to produce 110K motion sequences. Each
sequence ends at a lifting anchor pose when the person ini-
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tially contacts the object.

4. Experiments

NIFTY is evaluated after training on the sitting and lift-
ing datasets introduced in §3.3. Implementation details are
given in §4.1, followed by a discussion of evaluation met-
rics in §4.2 and baselines in §4.3. Experimental results are
presented in §4.4 along with an ablation study in §4.5.

4.1. Implementation Details
We train our diffusion model Mθ for 600K iterations with

a batch size of 32 using the AdamW [26] optimizer with a
learning rate of 10−4. A separate model is trained for sitting
and lifting. We use K=1000 diffusion steps and sample the
diffusion step k from a uniform distribution during train-
ing. The object interaction field Fϕ is trained on the data
described in §3.2 for 300K iterations using AdamW with
a maximum learning rate of 5 × 10−5 and a one cycle LR
schedule [39]. When sampling from the diffusion model, 10
samples are generated in parallel and all are guided using the
object interaction field; the sample with the best guidance
objective score is used as the output. We apply interaction
field guidance on the last frame of motion (i.e. the interaction
anchor pose in our datasets). Our models are trained using
PyTorch [31] on NVIDIA A40 GPUs, and takes about 2 days
to train on a single GPU. Visualizations use the PyRender
engine [28]. At inference, gudiance with motion model takes
34s/sample (with 10 reps).

4.2. Evaluation Setting and Metrics

To ensure we properly evaluate the generalization capabil-
ity of methods trained on our synthetic interaction datasets,
we do not create a test set using the procedure described
in Sec. 3.3, which may result in a very similar distribution
to training data. Instead, we create a set of 500 test scenes
for each action where objects are randomly placed in the
scene and the human starts from a random pose generated
by HuMoR. All methods are tested on these same scenes.

Evaluating human motion coupled with object interac-
tions is challenging and has no standardized protocol. Hence,
we evaluate using a diverse set of metrics including a user
perceptual study. We briefly describe the metrics next and
include full details in the supplementary material.
User Study. No single metric can capture all the nuances
of human-object interactions, so we employ a perceptual
study [29, 42, 43, 45, 53]. For each method, we create videos
from generated motions on the test scenes. To compare two
methods, users are presented with two videos on the same
test scene and must choose which they prefer (full user direc-
tions are in the supplement). We perform independent user
studies for lifting and sitting actions using hive.ai [1].
Responses are collected from 5 users for every comparison
video, giving 2500 total responses in each comparison study.

Foot Skating. Similar to prior work [29], we define the foot-
skating score for a sequence of N timesteps as 1

N

∑N
i vi(2−

2hi/H) ·1h<=H , where vi is the velocity and hi is the height
above ground of the right toe vertex for the ith frame. H is
2.5 cm. Intuitively, this is the mean foot velocity when it is
near the ground (where it should be 0), with higher weight
applied closer to the ground.
Distance to Object (D2O). Similar to prior work [53], this
evaluates whether the human gets close to the object during
the interaction. It measures the minimum distance from the
human body in the last frame of the motion sequence to any
point on the object’s surface. We report the % of sequences
within 2 cm distance to avoid sensitivity to outliers, along
with the 95th percentile (%̃) of this distance.
Penetration Score (% Pen). To evaluate realism as the
human approaches an object, we measure how much penetra-
tion occurs. Based on our synthetic data, we define the first
NA frames of motion to be the approach for each action type
(see supplement). Then the penetration distance for a trajec-
tory is 1

NA

∑
v

∑NA

i sdfi(v) · 1sdfi(v)>0, where sdfi is
the signed distance function of the human in the ith frame
and v is one of 2K points on the object’s surface. We report
the percentage of trajectories with penetration distance ≤
2 cm (% Pen. ≤ 2cm) ignoring trajectories with D2O > 2
cm, since trajectories that do not approach the object will
trivially avoid penetration.
Skeleton Distance & Contact IoU. These evaluate how well
generated interaction poses align with ground truth poses and
their human-object contacts. We find the minimum distance
between the final pose of a generated sequence and the an-
chor poses in the synthetic training data. The distance to this
nearest neighbor pose is reported as the skeleton distance. To
measure how well contacts from the generated motion match
the data, we compute the IoU between contacting vertices
(those that penetrate the object) on the predicted body mesh
and those on the nearest neighbor mesh.

4.3. Baselines

SAMP [12]. SAMP is a strong baseline model that has
been shown to produce high-quality motion for sitting on
chairs after training on a large, augmented dataset for a
single character. In the vein of other animation works [41],
it is an auto-regressive VAE that consists of GoalNet to
predict the final interaction position and direction on the
object, and MotionNet to predict the motion of the human.
We use the public training code to train a model on our
challenging and diverse human-object interaction dataset.
The model is trained for 4.8M iterations with scheduled
sampling. Since one model is trained for each interaction
type, action labels are not used in the model. At inference,
we roll-out motions for up to a max-length of 300 frames
and clip the motion at the frame that is closest to the goal
pose for a fair comparison.
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Method % D2O D2O Skel. Cont. % Pen.
FS ↓ ≤ 2cm ↑ 95th%̃ ↓ Dist. ↓ IoU ↑ ≤ 2cm ↑

Si
t

SAMP [12] 0.94 80.3 0.30 1.17 0.13 31.0
cVAE [53] 0.77 88.8 0.13 1.07 0.21 46.6

cMDM [45] 0.36 37.9 1.06 2.81 0.04 50.5
NIFTY 0.47 99.6 0.00 0.54 0.54 65.0

L
ift

SAMP [12] 0.85 59.4 0.17 1.33 0.02 38.3
cVAE [53] 0.66 57.4 0.66 1.70 0.03 60.1

cMDM [45] 0.28 36.3 1.14 2.58 0.02 46.2
NIFTY 0.34 77.7 0.05 0.42 0.17 68.5

Table 1. Quantitative Comparison. NIFTY outperforms baselines
on both sitting and lifting. Our diffusion model, guided by the
learned interaction field, generates motions that reach the object
(D2O) with few penetrations and realistic contacts. Motions are
realistic with low foot skating and the final interaction pose is
similar to synthetic data with low skeleton distance.

cVAE [53]. This model comes from recent work HUMAN-
ISE [53], which learns plausible human motions conditioned
on scenes for four actions (lie, sit, stand, walk). This model is
a conditional VAE with a GRU motion encoder and sequence-
level transformer decoder. Since we evaluate on sitting and
lifting actions separately, we modify their approach to re-
move language conditioning while keeping the scene con-
ditioning. The model is trained on our synthetic data for
600K iterations with the recommended hyperparameters and
learning rate of 10−4.
cMDM [45]. This is a motion diffusion model (MDM) [45]
with added object input, i.e., our object-conditioned diffusion
model with no interaction field guidance.

4.4. Experimental Results

User Studies. Fig. 5 shows how often users prefer our
method (NIFTY) over baselines and Synthetic Data (Syn.
Data) for both sitting and lifting. We perform separate stud-
ies for each comparison. Users prefer NIFTY over baselines
a vast majority of the time. Averaged over both actions,
NIFTY is preferred over the state-of-the-art SAMP [12]
baseline 87.2% of the time and cVAE [53] 89.4% of the
time, demonstrating the high quality of generated motions
on a variety of objects. Similarly, NIFTY is preferred over
cMDM [45] 86.3% of the time, highlighting the importance
of using guidance with our interaction field during sampling.
Compared to held out motions from the synthetic training
data, NIFTY is preferred 47.2% of the time, which indicates
that the motions are nearly indistinguishable.

To evaluate the quality of our synthetically generated
sitting data, we conduct an additional study to evaluate mo-
tions from our dataset along with sitting mocap data from
AMASS [27]. Users are shown a single video of a motion
and asked to score the quality of the motion using a Likert
scale from 1 (unrealistic) to 5 (very realistic). Motions from
our synthetic dataset achieve a score of 4.39 compared to

vs. 
 SAMP

vs. 
 cVAE

vs. 
 cMDM

vs. 
 Syn. Data

0

50

100 82.7 88.7 91.0

46.7

91.6 90.0 81.6

47.6

% preferred NIFTY
Sit
Lift

Figure 5. User Study. NIFTY is preferred ≥ 82.7% of the time for
sitting and ≥81.6% for lifting compared to baselines. Our motions
are also nearly indistinguishable from synthetic data trajectories.

4.87 for motions in AMASS, indicating the data is on par
with mocap even though generated from a motion prior [34].
Quantiative Results. Tab. 1 compares NIFTY to baselines
for both sitting and lifting interactions. NIFTY generates mo-
tions that reach the target object and approach realistically, as
indicated by distance-to-object (D2O) and penetration met-
rics. Although cMDM [45] produces realistic motion with
low foot skating, it struggles to properly approach the object
since it does not use guidance from the learned interaction
field. We see that interaction poses and the resulting object
contacts generated by our method do reflect the synthetic
dataset, resulting in low skeleton distance and high contact
IoU, unlike cVAE [53] which is worse across all metrics.

NIFTY outperforms SAMP across all metrics. Motions
generated by SAMP get close to objects but tend to violate
object constraints when GoalNet generates goals that are
not well-suited to a given starting pose, resulting in high
penetration. Its autoregressive design also results in the
highest foot-skating across all methods.
Qualitative Results. Fig. 6 shows a qualitative comparison
between motions generated by our method and baselines.
NIFTY synthesizes realistic sitting and lifting with a vari-
ety of objects. Examples show that the cMDM and cVAE
baselines struggle to generalize to unseen object poses, and
have no mechanism to correct for this at test time. SAMP’s
autoregressive nature allows some notion of feedback dur-
ing generation, but still often results in object penetrations
and missing contact. Our learned interactions field helps
to avoid this through diffusion guidance. Please see the
supplementary videos to best visualize these results.

4.5. Ablation Study

Dist. OIF. As detailed in §3.2, our object interaction field
(OIF) is formulated to predict an offset vector ∆X̃ that
captures both distance and direction for each component of
the pose state. We ablate this design decision in Tab. 2 by
comparing our formulation to a version that predicts only
a scalar distance to the interaction pose manifold (Distance
OIF), similar to prior work [46]. As indicated by worse
performance in most metrics, learning a single distance is a
harder task compared to predicting an offset vector, which
provides a strong learning signal for training.
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Figure 6. Qualitative Results. All interactions end in their own respective anchor poses and do not manipulate the object. NIFTY generates
realistic interaction motions that reach the desired object with plausible contacts (e.g. col 1 & 4) while avoiding penetrations, unlike baselines.
The mesh color gets darker as time progresses. SAMP [12] generates motion sequences that intersect with the objects(col 1,2). cVAE [53]
motions have the final interaction pose away from the object (col 1,3,4), incorrect (col 2,5), or intersecting (col 5). cMDM [45] generates
sitting poses far away from the object (col 1,3). Best viewed here.

Method % D2O D2O Skel. Cont. % Pen.
FS ↓ ≤ 2cm ↑ 95th%̃ ↓ Dist ↓ IoU ↑ ≤ 2cm ↑

Si
t

Dist. OIF 0.41 80.9 0.47 1.25 0.24 66.8
NIFTY (NN) 0.46 99.8 0.00 0.28 0.46 62.5

NIFTY 0.47 99.6 0.00 0.54 0.54 65.0

L
ift

Dist. OIF 0.32 71.1 0.07 0.52 0.11 63.3
NIFTY (NN) 0.32 77.3 0.06 0.37 0.14 62.6

NIFTY 0.34 77.7 0.05 0.42 0.17 68.5

Table 2. Ablation Study. Our full interaction field (NIFTY) pre-
dicts an offset vector is compared to an ablation that predicts a
single scalar distance (Distance OIF). We also compare against a
non-parameteric nearest-neighbor (NN) field that assumes access
to all interaction training poses at test time.

NIFTY (NN). We also compare our interaction field to a non-
parametric variant implemented using a nearest neighbor
search. Specifically, during the guidance phase, we identify
the nearest anchor pose from the training set and use the
difference between this pose and the predicted final pose
as the correction. This correction defines the distance field
and guides the diffusion model accordingly. Tab. 2 shows
that learning the interaction field is valuable with improved
performance across most metrics including D2O.

5. Conclusion and Limitations

We introduced NIFTY, a framework for learning to syn-
thesize realistic human motions involving 3D object inter-
actions. Results demonstrate that our object-conditioned
diffusion model gives improved motions over prior work
when guided by a learned object interaction field and trained
on automatically synthesized motion data. NIFTY opens
several interesting avenues for future work. The quality of
outputs depends on the pre-trained motion model [34] used
in data generation; better models like [37] could improve
quality. Currently, our approach does not address manipu-
lating objects and chaining different interactions together.
We leave the exploration of our interaction field to these
problems to future work. Generalizing to new objects could
be potentially achieved by data augmentation strategies like
in [12]. Currently the model sometimes display backward
walking motion and those can be fixed with better data fil-
tering strategies. Further similar to [4] the model struggles
with harder approaches (from behind the chair for instance).
Moreover, we have shown results on sitting and lifting, but
we would like to widen the scope to handle additional inter-
actions by collecting new anchor poses, synthesizing data,
and training our diffusion model and interaction field.
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