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Figure 1. Teaser (a) SoTA frontal detectors struggle with large objects (low APLrg) even on a nearly balanced KITTI-360 dataset (Skew-
ness in Fig. 7). Our proposed SeaBird achieves significant Mono3D improvements, particularly for large objects. (b) SeaBird also improves
two SoTA BEV detectors, BEVerse-S [116] and HoP [121] on the nuScenes dataset, particularly for large objects. (c) Plot of convergence
variance Var(ϵ) of dice and regression losses with the noise σ in depth prediction. The y-axis denotes the deviation from the optimal
weight, so the lower the better. SeaBird leverages dice loss, which we prove is more noise-robust than regression losses for large objects.

Abstract
Monocular 3D detectors achieve remarkable perfor-

mance on cars and smaller objects. However, their perfor-
mance drops on larger objects, leading to fatal accidents.
Some attribute the failures to training data scarcity or the
receptive field requirements of large objects. In this paper,
we highlight this understudied problem of generalization to
large objects. We find that modern frontal detectors strug-
gle to generalize to large objects even on nearly balanced
datasets. We argue that the cause of failure is the sensitiv-
ity of depth regression losses to noise of larger objects. To
bridge this gap, we comprehensively investigate regression
and dice losses, examining their robustness under varying
error levels and object sizes. We mathematically prove that
the dice loss leads to superior noise-robustness and model
convergence for large objects compared to regression losses
for a simplified case. Leveraging our theoretical insights,
we propose SeaBird (Segmentation in Bird’s View) as the
first step towards generalizing to large objects. SeaBird
effectively integrates BEV segmentation on foreground ob-
jects for 3D detection, with the segmentation head trained
with the dice loss. SeaBird achieves SoTA results on the
KITTI-360 leaderboard and improves existing detectors on
the nuScenes leaderboard, particularly for large objects.

1. Introduction

Monocular 3D object detection (Mono3D) task aims to es-
timate both the 3D position and dimensions of objects in
a scene from a single image. Its applications span au-
tonomous driving [43, 50, 74], robotics [84], and aug-
mented reality [1, 70, 76, 110], where accurate 3D under-
standing of the environment is crucial. Our study focuses
explicitly on 3D object detectors applied to autonomous ve-
hicles (AVs), considering the challenges and motivations
deviate drastically across different applications.

AVs demand object detectors that generalize to diverse
intrinsics [6], camera-rigs [35, 39], rotations [72], weather
and geographical conditions [21] and also are robust to ad-
versarial examples [120]. Since each of these poses a signif-
icant challenge, recent works focus exclusively on the gen-
eralization of object detectors to all these out-of-distribution
shifts. However, our focus is on the generalization of an-
other type, which, thus far, has been understudied in the
literature – Mono3D generalization to large objects.

Large objects like trailers, buses and trucks are harder to
detect [102] in Mono3D, sometimes resulting in fatal acci-
dents [8, 24]. Some attribute these failures to training data
scarcity [119] or the receptive field requirements [102] of
large objects, but, to the best of our knowledge, no existing
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Figure 2. SeaBird Pipeline. SeaBird uses the predicted BEV foreground segmentation (For. Seg.) map to predict accurate 3D boxes for
large objects. SeaBird training protocol involves BEV segmentation pre-training with the noise-robust dice loss and Mono3D fine-tuning.

literature provides a comprehensive analytical explanation
for this phenomenon. The goal of this paper is, thus, to
bring understanding and a first analytical approach to this
real-world problem in the AV space – Mono3D generaliza-
tion to large objects.

We conjecture that the generalization issue stems not
only from limited training data or larger receptive field but
also from the noise sensitivity of depth regression losses
in Mono3D. To substantiate our argument, we analyze the
Mono3D performance of state-of-the-art (SoTA) frontal de-
tectors on the KITTI-360 dataset [52], which includes al-
most equal number (1 : 2) of large objects and cars. We ob-
serve that SoTA detectors struggle with large objects on this
dataset (Fig. 1a). Next, we carefully investigate the SGD
convergence of losses used in Mono3D task and mathemat-
ically prove that the dice loss, widely used in BEV segmen-
tation, exhibits superior noise-robustness than the regres-
sion losses, particularly for large objects (Fig. 1c). Thus,
the dice loss facilitates better model convergence than re-
gression losses, improving Mono3D of large objects.

Incorporating dice loss in detection introduces unique
challenges. Firstly, the dice loss does not apply to sparse
detection centers and only incorporates depth information
when used in the BEV space. Secondly, naive joint train-
ing of Mono3D and BEV segmentation tasks with image
inputs does not always benefit Mono3D task [50, 69] due
to negative transfer [19], and the underlying reasons remain
unclear. Fortunately, many Mono3D segmentors and detec-
tors are in the BEV space, where the BEV segmentor can
seamlessly apply dice loss and the BEV detector can read-
ily benefit from the segmentor in the same space. To miti-
gate negative transfer, we find it effective to train the BEV
segmentation head on the foreground detection categories.

Building upon our theoretical findings about the dice
loss, we propose a simple and effective pipeline called Seg-
mentation in Bird’s View (SeaBird) for enhancing Mono3D
of large objects. SeaBird employs a sequential approach
for the BEV segmentation and Mono3D heads (Fig. 2).
SeaBird first utilizes a BEV segmentation head to predict
the segmentation of only foreground objects, supervised by
the dice loss. The dice loss offers superior noise-robustness

for large objects, ensuring stable convergence, while focus-
ing on foreground objects in segmentation mitigates neg-
ative transfer. Subsequently, SeaBird concatenates the re-
sulting BEV segmentation map with the original BEV fea-
tures as an additional feature channel and feeds this con-
catenated feature to a Mono3D head supervised by Mono3D
losses1. Building upon this, we adopt a two-stage training
pipeline: the first stage exclusively focuses on training the
BEV segmentation head with dice loss, which fully exploits
its noise-robustness and superior convergence in localizing
large objects. The second stage involves both the detection
loss and dice loss to finetune the Mono3D head.

In our experiments, we first comprehensively evalu-
ate SeaBird and conduct ablations on the balanced single-
camera KITTI-360 dataset [52]. SeaBird outperforms the
SoTA baselines by a substantial margin. Subsequently, we
integrate SeaBird as a plug-in-and-play module into two
SoTA detectors on the multi-camera nuScenes dataset [7].
SeaBird again significantly improves the original detectors,
particularly on large objects. Additionally, SeaBird con-
sistently enhances Mono3D performance across backbones
with those two SoTA detectors (Fig. 1b), demonstrating its
utility in both edge and cloud deployments.

In summary, we make the following contributions:

• We highlight the understudied problem of generalization
to large objects in Mono3D, showing that even on nearly
balanced datasets, SoTA frontal models struggle to gen-
eralize due to the noise sensitivity of regression losses.

• We mathematically prove that the dice loss leads to supe-
rior noise-robustness and model convergence for large ob-
jects compared to regression losses for a simplified case
and provide empirical support for more general settings.

• We propose SeaBird, which treats BEV segmentation
head on foreground objects and Mono3D head sequen-
tially and trains in a two-stage protocol to fully harness
the noise-robustness of the dice loss.

• We empirically validate our theoretical findings and show
significant improvements, particularly for large objects,
on both KITTI-360 and nuScenes leaderboards.
1Only Mono3D head predicts additional 3D attributes, namely object’s

height and elevation.
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2. Related Work

Mono3D. Mono3D popularity stems from its high accessi-
bility from consumer vehicles compared to LiDAR/Radar-
based detectors [61, 86, 109] and computational efficiency
compared to stereo-based detectors [13]. Earlier approaches
[12, 78] leverage hand-crafted features, while the recent
ones use deep networks. Advancements include introduc-
ing new architectures [33, 88, 105], equivariance [11, 43],
losses [4, 14], uncertainty [41, 63] and incorporating auxil-
iary tasks such as depth [71, 115], NMS [42, 56, 87], cor-
rected extrinsics [118], CAD models [10, 45, 60] or LiDAR
[81] in training. A particular line of work called Pseudo-
LiDAR [65, 96] shows generalization by first estimating the
depth, followed by a point cloud-based 3D detector.

Another line of work encodes image into latent BEV
features [68] and attaches multiple heads for downstream
tasks [116]. Some focus on pre-training [103] and rotation-
equivariant convolutions [23]. Others introduce new coor-
dinate systems [36], queries [49, 64], or positional encoding
[89] in a transformer-based detection framework [9]. Some
use pixel-wise depth [32], object-wise depth [16, 17, 54],
or depth-aware queries [112], while many utilize tempo-
ral fusion [5, 58, 92, 101] to boost performance. A few
use longer frame history [75, 121], distillation [40, 100] or
stereo [47, 101]. We refer to [67, 69] for the survey. SeaBird
also builds upon the BEV-based framework since it flexi-
bly accepts single or multiple images as input and uses dice
loss. Different from the majority of other detectors, SeaBird
improves Mono3D of large objects using the power of dice
loss. SeaBird is also the first work to mathematically prove
and justify this loss choice for large objects.

BEV Segmentation. BEV segmentation typically utilizes
BEV features transformed from 2D image features. Var-
ious methods encode single or multiple images into BEV
features using MLPs [73] or transformers [82, 83]. Some
employ learned depth distribution [30, 79], while others use
attention [83, 117] or attention fields [15]. Image2Maps
[83] utilizes polar ray, while PanopticBEV [27] uses trans-
formers. FIERY [30] introduces uncertainty modelling and
temporal fusion, while Simple-BEV [28] uses radar aggre-
gation. Since BEV segmentation lacks object height and el-
evation, one also needs a Mono3D head to predict 3D boxes.

Joint Mono3D and BEV Segmentation. Joint 3D detec-
tion and BEV segmentation using LiDAR data [22, 86] as
input benefits both tasks [95, 106]. However, joint learn-
ing on image data often hinders detection performance
[50, 69, 103, 116], while the BEV segmentation improve-
ment is inconsistent across categories [69]. Unlike these
works which treat the two heads in parallel and decrease
Mono3D performance [69], SeaBird treats the heads se-
quentially and increases Mono3D performance, particularly
for large objects.
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Figure 3. (a) Problem setup. The single-layer neural network
takes an image h (or its features) and predicts depth ẑ and the
object length ℓ. The noise η is the additive error in depth prediction
and is a normal random variable. The GT depth z supervises the
predicted depth ẑ with a loss L in training. We assume the network
predicts the GT length ℓ. Frontal detectors directly regress the
depth with L1, L2, or Smooth L1 loss, while SeaBird projects to
BEV plane and supervises through dice loss Ldice. (b) Shifting
of predictions in BEV along the ray due to the noise η. (c) Cross
Section (CS) view along the ray with classification scores P (Z).

3. SeaBird
SeaBird is driven by a deep understanding of the distinc-
tions between monocular regression and BEV segmentation
losses. Thus, in this section, we delve into the problem
and discuss existing results. We then present our theoret-
ical findings and, subsequently, introduce our pipeline.

We introduce the problem and refer to Lemma 1 from
the literature [44, 85], which evaluates loss quality by mea-
suring the deviation of trained weight (after SGD updates)
from the optimal weight. Fig. 3a illustrates the problem
setup. Figs. 3b and 3c visualize the BEV and cross-section
view, respectively. Since this deviation depends on the gra-
dient variance of losses, we next derive the gradient vari-
ance of the dice loss in Lemma 2. By comparing the dis-
tance between trained weight and optimal weight, we assess
the effectiveness of dice loss versus MAE (L1) and MSE
(L2) losses in Lemma 3, and choose the representation and
loss combination. Combining these findings, we establish
Theorem 1 that the model trained with dice loss achieves
better AP than the model trained with regression losses. Fi-
nally, we present our pipeline, SeaBird, which integrates
BEV segmentation supervised by dice loss for Mono3D.

3.1. Background and Problem Statement

Mono3D networks [43, 63] commonly employ regression
losses, such as L1 or L2 loss, to compare the predicted
depth with ground truth (GT) depth [43, 116]. In contrast,
BEV segmentation utilizes dice loss [83] or cross-entropy
loss [30] at each BEV location, comparing it with GT. De-
spite these distinct loss functions, we evaluate their effec-
tiveness under an idealized model, where we measure the
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Table 1. Convergence variance of training loss functions. Gra-
dient variance of Ldice is more noise-robust for large objects, re-
sulting in better detectors. We do not analyze cross-entropy loss
theoretically since its Var(ϵ) is infinite, but empirically in Tab. 5.

Loss L Gradient ϵ Var(ϵ) (

−
� )

L1 [85] (App. A1.2.1) sgn(η) 1
L2 [85] (App. A1.2.2) η σ2

Dice (Lemma 2)

{
sgn(η)

ℓ , |η| ≤ ℓ

0 , |η| ≥ ℓ

1

ℓ2
Erf
(

ℓ√
2σ

)

model quality by the expected deviation of trained weight
(after SGD updates) from the optimal weight [85].

Lemma 1. Convergence analysis [85]. Consider a linear
regression model with trainable weight w for depth predic-
tion ẑ from an image h. Assume the noise η is an addi-
tive error in depth prediction and is a normal random vari-
able N (0, σ2). Also, assume SGD optimizes the model pa-
rameters with loss function L during training with square

summable steps sj , i.e. s = lim
t→∞

t∑
j=1

s2j exists and η is in-

dependent of the image. Then, the expected deviation of the
trained weight Lw∞ from the optimal weight w∗ obeys

E
(∥∥Lw∞−w∗

∥∥2
2

)
= c1Var(ϵ) + c2, (1)

where ϵ = ∂L(η)
∂η is the gradient of the loss L wrt noise,

c1=sE(hTh) and c2 are constants independent of the loss.

We refer to Sec. A1.1 for the proof. Eq. (1) demonstrates
that training losses L exhibit varying gradient variances
Var(ϵ). Hence, comparing this term for different losses al-
lows us to evaluate their quality.

3.2. Loss Analysis: Dice vs. Regression

Given that [85] provides the gradient variance Var(ϵ), for
L1 and L2 losses, we derive the corresponding gradient
variance for dice loss in this paper to facilitate comparison.
First, we express the dice loss, Ldice, as a function of noise
η as per its definition from [83] for Fig. 3c as:

Ldice(η) = 1−2
Pred GT

Pred + GT
=

{
1−2 ℓ−|η|

2ℓ , |η| ≤ ℓ

1 , |η| ≥ ℓ

=⇒ Ldice(η) =

{
|η|
ℓ , |η| ≤ ℓ

1 , |η| ≥ ℓ
, (2)

where ℓ denotes the object length. Eq. (2) shows that the
dice loss Ldice depends on the object size ℓ. With the given
dice loss Ldice, we proceed to derive the following lemma:

Lemma 2. Gradient variance of dice loss. Let η =
N (0, σ2) be an additive normal random variable and ℓ be
the object length. Let Erf be the error function. Then, the

Figure 4. Plot of convergence variance Var(ϵ) of loss functions
with the noise σ. Dice loss has minimum convergence variance
with large noise, resulting in better detectors for large objects.

gradient variance of the dice loss Vardice(ϵ) wrt noise η is

Vardice(ϵ) =
1

ℓ2
Erf
(

ℓ√
2σ

)
. (3)

We refer to Sec. A1.2.3 for the proof. Eq. (3) shows that
gradient variance of the dice loss Vardice(ϵ) also varies in-
versely to the object size ℓ and the noise deviation σ (See
Sec. A1.5). These two properties of dice loss are particu-
larly beneficial for large objects.

Tab. 1 summarizes these losses, their gradients, and gra-
dient variances. With Vardice(ϵ) derived for the dice loss,
we now compare the deviation of trained weight with the
deviations from L1 or L2 losses, leading to our next lemma.

Lemma 3. Dice model is closer to optimal weight than
regression loss models. Based on Lemma 1 and assuming
the object length ℓ is a constant, if σm is the solution of the
equation σ2 = 1

ℓ2 Erf
(

ℓ√
2σ

)
and the noise deviation σ ≥

σc =max
(
σm,

√
2
ℓ Erf−1(ℓ2)

)
, then the converged weight

dw∞ with the dice loss Ldice is better than the converged
weight rw∞ with the L1 or L2 loss, i.e.

E
(∥∥dw∞ −w∗

∥∥
2

)
≤ E (∥rw∞ −w∗∥2) . (4)

We refer to Sec. A1.3 for the proof. Beyond noise de-
viation threshold σc = max

(
σm,

√
2
ℓ Erf−1(ℓ2)

)
, the con-

vergence gap between dice and regression losses widens as
the object size ℓ increases. Fig. 4 depicts the superior con-
vergence of dice loss compared to regression losses under
increasing noise deviation σ pictorially. Taking the car cat-
egory with ℓ=4m and the trailer category with ℓ=12m as
examples, the noise threshold σc, beyond which dice loss
exhibits better convergence, are σc = 0.3m and σc = 0.1m
respectively. Combining these lemmas, we finally derive:
Theorem 1. Dice model has better AP3D. Assume the ob-
ject length ℓ is a constant and depth is the only source of
error for detection. Based on Lemma 1, if σm is the solution
of the equation σ2 = 1

ℓ2 Erf
(

ℓ√
2σ

)
and the noise deviation

σ≥σc=max
(
σm,

√
2
ℓ Erf−1(ℓ2)

)
, then the Average Preci-

sion (AP3D) of the dice model is better than AP3D from L1

or L2 model.
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We refer to Sec. A1.4 and Tab. 8 for the proof and as-
sumption comparisons respectively.

3.3. Discussions

Comparing classification and regression losses. We now
explain how we compare classification (dice) and regres-
sion losses. Our analysis assumes one-class classification in
BEV segmentation with perfect predicted foreground scores
P (Z) = 1 (Fig. 3c). Hence, dice analysis focuses on object
localization along the BEV ray (Fig. 3b) instead of classi-
fication probabilities thus allowing comparison of dice and
regression losses. Lemma 1 links these losses by comparing
the deviation of learned and optimal weights.
Regression losses work better than dice loss for regres-
sion tasks? Our key message is NOT always! We mathe-
matically and empirically show that regression losses work
better only when the noise σ is less in Fig. 4.

3.4. SeaBird Pipeline

Architecture. Based on theoretical insights of Theorem 1,
we propose SeaBird, a novel pipeline, in Fig. 2. To ef-
fectively involve the dice loss which originally designed
for segmentation task to assist Mono3D, SeaBird treats
BEV segmentation of foreground objects and Mono3D head
sequentially. Although BEV segmentation map provides
depth information (hardest [43, 66] Mono3D parameter), it
lacks elevation and height information for Mono3D task.
To address this, SeaBird concatenates BEV features with
predicted BEV segmentation (Fig. 2), and feeds them into
the detection head to predict 3D boxes in a 7-DoF repre-
sentation: BEV 2D position, elevation, 3D dimension, and
yaw. Unlike most works [50, 116] that treat segmentation
and detection branches in parallel, the sequential design di-
rectly utilizes refined BEV localization information to en-
hance Mono3D. Ablations in Sec. 4.2 validate this design
choice. We defer the details of baselines to Sec. 4. No-
tably, our foreground BEV segmentation supervision with
dice loss does not require dense BEV segmentation maps,
as we efficiently prepare them from GT 3D boxes.
Training Protocol. SeaBird trains the BEV segmentation
head first, employing the dice loss between the predicted
and the GT BEV semantic segmentation maps, which fully
utilizes the dice loss’s noise-robustness and superior con-
vergence in localizing large objects. In the second stage,
we jointly fine-tune the BEV segmentation head and the
Mono3D head. We validate the effectiveness of training
protocol via the ablation in Sec. 4.2.

4. Experiments
Datasets. Our experiments utilize two datasets with large
objects: KITTI-360 [52] and nuScenes [7] encompassing
both single-camera and multi-camera configurations. We
opt for KITTI-360 instead of KITTI [25] for four reasons:

Table 2. Datasets comparison. We use KITTI-360 and nuScenes
datasets for our experiments. See Fig. 7 for the skewness.

KITTI[25] Waymo[90] KITTI-360[52] nuScenes[7]
Large objects ✕ ✕ ✓ ✓
Balanced ✕ ✕ ✓ ✕
BEV Seg. GT ✕ ✓ ✓ ✓
#images (k) 4 52 [43] 49 168

1) KITTI-360 includes large objects, while KITTI does not;
2) KITTI-360 exhibits a balanced distribution of large ob-
jects and cars; 3) an extended version, KITTI-360 Panop-
ticBEV [27], includes BEV segmentation GT for ablation
studies, while KITTI 3D detection and the Semantic KITTI
dataset [2] do not overlap in sequences; 4) KITTI-360 con-
tains about 10× more images than KITTI. We compare
these datasets in Tab. 2 and show their skewness in Fig. 7.
Data Splits. We use the following splits of the two datasets:

• KITTI-360 Test split: This benchmark [52] contains 300
training and 42 testing windows. These windows contain
61,056 training and 910 testing images.

• KITTI-360 Val split: It partitions the official train into 239
train and 61 validation windows [52]. This split contains
48,648 training and 1,294 validation images.

• nuScenes Test split: It has 34,149 training and 6,006 test-
ing samples [7] from the six cameras. This split contains
204,894 training and 36,036 testing images.

• nuScenes Val split: It has 28,130 training and 6,019 vali-
dation samples [7] from the six cameras. This split con-
tains 168,780 training and 36,114 validation images.

Evaluation Metrics. We use the following metrics:

• Detection: KITTI-360 uses the mean AP3D 50 percentage
across categories to benchmark models [52]. nuScenes
[7] uses the nuScenes Detection Score (NDS) as the met-
ric. NDS is the weighted average of mean AP (mAP) and
five TP metrics. We also report mAP over large categories
(truck, bus, trailers and construction vehicles), cars, and
small categories (pedestrians, motorcyle, bicycle, cone
and barrier) as APLrg , APCar and APSml respectively.

• Semantic Segmentation: We report mean IoU over fore-
ground and all categories at 200×200 resolution [83, 116].

KITTI-360 Baselines and SeaBird Implementation. Our
evaluation on the KITTI-360 focuses on the detectors tak-
ing single-camera image as input. We evaluate SeaBird
pipelines against six SoTA frontal detectors: GrooMeD-
NMS [42], MonoDLE [66], GUP Net [63], DEVIANT [43],
Cube R-CNN [6] and MonoDETR [114]. The choice of
these models encompasses anchor [6, 42] and anchor-free
methods [43, 66], CNN [63, 66], group CNN [43] and
transformer-based [114] architectures. Further, MonoDLE
normalizes loss with GT box dimensions.

Due to SeaBird’s BEV-based approach, we do not inte-
grate it with these frontal view detectors. Instead, we ex-
tend two SoTA image-to-BEV segmentation methods, Im-
age2Maps (I2M) [83] and PanopticBEV (PBEV) [27] with
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Table 3. KITTI-360 Test detection results. SeaBird pipelines
outperform all monocular baselines, and also outperform old Li-
DAR baselines. Click for the KITTI-360 leaderboard as well as
our PBEV+SeaBird and I2M+SeaBird entries. [Key: Best, Sec-
ond Best, L= LiDAR, C= Camera,†= Retrained].

Modality Method Venue AP3D 50 ( −�) AP3D 25 ( −�)
L C mAP [%] mAP [%]
✓ L-VoteNet [80] ICCV19 3.40 30.61
✓ L-BoxNet [80] ICCV19 4.08 23.59

✓ GrooMeD†[42] CVPR21 0.17 16.12
✓ MonoDLE†[66] CVPR21 0.85 28.99
✓ GUP Net†[63] ICCV21 0.87 27.25
✓ DEVIANT†[43] ECCV22 0.88 26.96
✓ Cube R-CNN†[6] CVPR23 0.80 15.57
✓ MonoDETR†[114] ICCV23 0.79 27.13
✓ I2M+SeaBird CVPR24 3.14 35.04
✓ PBEV+SeaBird CVPR24 4.64 37.12

SeaBird. Since both BEV segmentors already include their
own implementations of the image encoder, the image-to-
BEV transform, and the segmentation head, implementing
the SeaBird pipeline only involves adding a detection head,
which we chose to be Box Net [108]. SeaBird extensions
employ dice loss for BEV segmentation, Smooth L1 losses
[26] in the BEV space to supervise the BEV 2D position,
elevation, and 3D dimension, and cross entropy loss to su-
pervise orientation.
nuScenes Baselines and SeaBird Implementation. We in-
tegrate SeaBird into two prototypical BEV-based detectors,
BEVerse [116] and HoP [121] to prove the effectiveness of
SeaBird. Our choice of these models encompasses both
transformer and convolutional backbones, multi-head and
single-head architectures, shorter and longer frame history,
and non-query and query-based detectors. This comprehen-
sively allows us to assess SeaBird’s impact on large object
detection. BEVerse employs a multi-head architecture with
a transformer backbone and shorter frame history. HoP is
single-head query-based SoTA model utilizing BEVDet4D
[31] with CNN backbone, and longer frame history.

BEVerse [116] includes its own implementation of de-
tection head and BEV segmentation head in parallel. We
reorganize the two heads to follow our sequential design and
adhere to our training protocol for network training. Since
HoP [121] lacks a BEV segmentation head, we incorporate
the one from BEVerse into this HoP extension with SeaBird.

4.1. KITTI-360 Mono3D

KITTI-360 Test. Tab. 3 presents KITTI-360 leaderboard
results, demonstrating the superior performance of both
SeaBird pipelines compared to all monocular baselines
across all metrics. Moreover, PBEV+SeaBird also outper-
forms both legacy LiDAR baselines on all metrics, while
I2M+SeaBird surpasses them on the AP3D 25 metric.
KITTI-360 Val. Tab. 4 presents the results on KITTI-360

(a) AP3D 50 comparison. (b) AP3D 25 comparison.

Figure 5. Lengthwise AP Analysis of four SoTA detectors of
Tab. 4 and two SeaBird pipelines on KITTI-360 Val split. SeaBird
pipelines outperform all baselines on large objects with over 10m
in length.

Val split, reporting the median model over three different
seeds with the model being the final checkpoint as [43].
SeaBird pipelines outperform all monocular baselines on all
but one metric, similar to Tab. 3 results. Due to the dice loss
in SeaBird, the biggest improvement shows up on larger ob-
jects. Tab. 4 also includes the upper-bound oracle, where we
train the Box Net with the GT BEV segmentation maps.
Lengthwise AP Analysis. Theorem 1 states that training a
model with dice loss should lead to lower errors and, conse-
quently, a better detector for large objects. To validate this
claim, we analyze the detection performance with AP 3D 50
and AP 3D 25 metrics against the object’s lengths. For this
analysis, we divide objects into four bins based on their GT
object length (max of sizes): [0, 5), [5, 10), [10, 15), [15 +
m. Fig. 5 shows that SeaBird pipelines excel for large ob-
jects, where the baselines’ performance drops significantly.
BEV Semantic Segmentation. Tab. 4 also presents the
BEV semantic segmentation results on the KITTI-360 Val
split. SeaBird pipelines outperforms the baseline I2M [83],
and achieve similar performance to PBEV [27] in BEV seg-
mentation. We retrain all BEV segmentation models only
on foreground detection categories for a fair comparison.

4.2. Ablation Studies on KITTI-360 Val

Tab. 5 ablates I2M [83] +SeaBird on the KITTI-360 Val
split, following the experimental settings of Sec. 4.1.
Dice Loss. Tab. 5 shows that both dice loss and BEV repre-
sentation are crucial to Mono3D of large objects. Replacing
dice loss with MSE or Smooth L1 loss, or only BEV repre-
sentation (w/o dice) reduces Mono3D performance.
Mono3D and BEV Segmentation. Tab. 5 shows that re-
moving the segmentation head hinders Mono3D perfor-
mance. Conversely, removing detection head also dimin-
ishes the BEV segmentation performance for the segmenta-
tion model. This confirms the mututal benefit of sequential
BEV segmentation on foreground objects and Mono3D.
Semantic Category in BEV Segmentation. We next
analyze whether background categories play any role in
Mono3D. Tab. 5 shows that changing the foreground (For.)
categories to foreground + background (All) does not help
Mono3D. This aligns with the observations of [69, 103,
116] that report lower performance on joint Mono3D and

10274



Table 4. KITTI-360 Val detection and segmentation results. SeaBird pipelines outperform all frontal monocular baselines, particularly
for large objects. Dice loss in SeaBird also improves the BEV only (w/o dice) version of SeaBird pipelines. I2M and PBEV are BEV
segmentors. So, we do not report their Mono3D performance. [Key: Best, Second Best,†= Retrained]

View Method BEV Seg Venue AP3D 50 [%]( −�) AP3D 25 [%]( −�) BEV Seg IoU [%]( −�)
Loss APLrg APCar mAP APLrg APCar mAP Large Car MFor

Frontal

GrooMeD-NMS†[42]

−

CVPR21 0.00 33.04 16.52 0.00 38.21 19.11 − − −
MonoDLE†[66] CVPR21 0.94 44.81 22.88 4.64 50.52 27.58 − − −
GUP Net†[63] ICCV21 0.54 45.11 22.83 0.98 50.52 25.75 − − −
DEVIANT†[43] ECCV22 0.53 44.25 22.39 1.01 48.57 24.79 − − −
Cube R-CNN†[6] CVPR23 0.75 22.52 11.63 5.55 27.12 16.34 − − −
MonoDETR†[114] ICCV23 0.81 43.24 22.02 4.50 48.69 26.60 − − −

BEV

I2M†[83] Dice ICRA22 − − − − − − 20.46 38.04 29.25
I2M+SeaBird ✕ CVPR24 4.86 45.09 24.98 26.33 52.31 39.32 0.00 7.07 3.54
I2M+SeaBird Dice CVPR24 8.71 43.19 25.95 35.76 52.22 43.99 23.23 39.61 31.42
PBEV†[27] CE RAL22 − − − − − − 23.83 48.54 36.18
PBEV+SeaBird ✕ CVPR24 7.64 45.37 26.51 29.72 53.86 41.79 2.07 1.47 1.57
PBEV+SeaBird Dice CVPR24 13.22 42.46 27.84 37.15 52.53 44.84 24.30 48.04 36.17
Oracle (GT BEV) − 26.77 51.79 39.28 49.74 56.62 53.18 100.00 100.00 100.00

Table 5. Ablation studies on KITTI-360 Val. [Key: Best, Second Best]

Changed From −� To AP3D 50 [%]( −�) AP3D 25 [%]( −�) BEV Seg IoU [%]( −�)
APLrg APCar mAP APLrg APCar mAP Large Car MFor MAll

Segmentation Loss

Dice −�No Loss 4.86 45.09 24.98 26.33 52.31 39.32 0.00 7.07 3.54 −
Dice −�Smooth L1 7.63 36.69 22.16 31.01 47.51 39.26 17.16 34.67 25.92 −
Dice −�MSE 7.04 35.59 21.32 30.90 44.71 37.81 17.46 34.85 26.16 −
Dice −�CE 7.06 35.60 21.33 33.22 47.60 40.41 21.83 38.11 29.97 −

Segmentation Head Yes−�No 7.52 39.24 23.38 31.83 47.88 39.86 − − − −
Detection Head Yes−�No − − − − − − 20.46 38.04 29.25 −

Semantic Category For.−�All 1.61 44.12 22.87 15.36 51.76 33.56 19.26 34.46 26.86 24.34
For.−�Car 4.17 43.01 23.59 22.68 51.58 37.13 − 40.28 20.14 −

Multi-head Arch. Sequential−�Parallel 9.12 40.27 24.69 32.45 51.55 42.00 22.19 40.37 31.28 −
BEV Shortcut Yes−�No 6.53 38.12 22.33 32.05 52.62 42.34 23.00 40.39 31.70 −

Training Protocol S+J−�J [116] 7.42 42.73 25.08 31.94 49.88 40.91 22.91 39.66 31.29 −
S+J−�D+J [106] 6.07 43.43 24.75 29.24 52.96 41.10 20.71 35.68 28.20 −

I2M+SeaBird − 8.71 43.19 25.95 35.76 52.22 43.99 23.23 39.61 31.42 −

BEV segmentation with all categories. We believe this de-
crease happens because the network gets distracted while
getting the background right. We also predict one fore-
ground category (Car) instead of all in BEV segmentation.
Tab. 5 shows that predicting all foreground categories in
BEV segmentation is crucial for overall good Mono3D.
Multi-head Architecture. SeaBird employs a sequential
architecture (Arch.) of segmentation and detection heads
instead of parallel architecture. Tab. 5 shows that the se-
quential architecture outperforms the parallel one. We at-
tribute this Mono3D boost to the explicit object localization
provided by segmentation in the BEV plane.
BEV Shortcut. Sec. 3.4 mentions that SeaBird’s Mono3D
head utilizes both the BEV segmentation map and BEV fea-
tures. Tab. 5 demonstrates that providing BEV features to
the detection head is crucial for good Mono3D. This is be-
cause the BEV map lacks elevation information, and incor-
porating BEV features helps estimate elevation.
Training Protocol. SeaBird trains segmentor first and then
jointly trains detector and segmentor (S+J). We compare

with direct joint training (J) of [116] and training detection
followed by joint training (D+J) of [106]. Tab. 5 shows that
SeaBird training protocol works best.

4.3. nuScenes Mono3D

We next benchmark SeaBird on nuScenes [7], which en-
compasses more diverse object categories such as trailers,
buses, cars and traffic cones, compared to KITTI-360 [52].
nuScenes Test. Tab. 6 presents the results of incorpor-
taing SeaBird to the HoP models with the V2-99 and R101
backbones. SeaBird with both V2-99 and R101 backbones
outperform several SoTA methods on the nuScenes leader-
board, as well as the baseline HoP, on nearly every met-
ric. Interestingly, SeaBird pipelines also outperform sev-
eral baselines which use higher resolution (900×1600) in-
puts. Most importantly, SeaBird pipelines achieve the high-
est APLrg performance, providing empirical support for the
claims of Theorem 1.
nuScenes Val. Tab. 7 showcases the results of integrating
SeaBird with BEVerse [116] and HoP [121] at multiple res-
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Table 6. nuScenes Test detection results. SeaBird pipelines achieve the best APLrg among methods without Class Balanced Guided Sam-
pling (CBGS) [119] and future frames. Results are from the nuScenes leaderboard or corresponding papers on V2-99 or R101 backbones.
[Key: Best, Second Best, S= Small,∗= Reimplementation,§= CBGS,# = Future Frames.]

Resolution Method BBone Venue APLrg ( −�) APCar ( −�) APSml ( −�) mAP( −�) NDS( −�)

512×1408

BEVDepth [48] in [37] R101 AAAI23 − − − 39.6 48.3
BEVStereo [47] in [37] R101 AAAI23 − − − 40.4 50.2
P2D [37] R101 ICCV23 − − − 43.6 53.0
BEVerse-S [116] Swin-S ArXiv 24.4 60.4 47.0 39.3 53.1
HoP∗[121] R101 ICCV23 36.0 65.0 53.9 47.9 57.5
HoP+SeaBird R101 CVPR24 36.6 65.8 54.7 48.6 57.0

640×1600

SpatialDETR [20] V2-99 ECCV22 30.2 61.0 48.5 42.5 48.7
3DPPE [89] V2-99 ICCV23 − − − 46.0 51.4
X3KDall [40] R101 CVPR23 − − − 45.6 56.1
PETRv2 [58] V2-99 ICCV23 36.4 66.7 55.6 49.0 58.2
VEDet [11] V2-99 CVPR23 37.1 68.5 57.7 50.5 58.5
FrustumFormer [98] V2-99 CVPR23 − − − 51.6 58.9
MV2D [99] V2-99 ICCV23 − − − 51.1 59.6
HoP∗[121] V2-99 ICCV23 37.1 68.7 55.6 49.4 58.9
HoP+SeaBird V2-99 CVPR24 38.4 70.2 57.4 51.1 59.7
SA-BEV§[113] V2-99 ICCV23 40.5 68.9 60.5 53.3 62.4
FB-BEV§[51] V2-99 ICCV23 39.3 71.7 61.6 53.7 62.4
CAPE§[104] V2-99 CVPR23 41.3 71.4 63.3 55.3 62.8
SparseBEV# [55] V2-99 ICCV23 45.6 76.3 68.8 60.3 67.5

900×1600

ParametricBEV[107] R101 ICCV23 − − − 46.8 49.5
UVTR [46] R101 NeurIPS22 35.1 67.3 52.9 47.2 55.1
BEVFormer [50] V2-99 ECCV22 34.4 67.7 55.2 48.9 56.9
PolarFormer [36] V2-99 AAAI23 36.8 68.4 55.5 49.3 57.2
STXD [34] V2-99 NeurIPS23 − − − 49.7 58.3

Table 7. nuScenes Val detection results. SeaBird pipelines outperform the two baselines BEVerse and HoP, particularly for large objects.
We train all models without CBGS. See Tab. 16 for a detailed comparison. [Key: S= Small, T= Tiny, = Released,∗= Reimplementation]

Resolution Method BBone Venue APLrg ( −�) APCar ( −�) APSml ( −�) mAP ( −�) NDS ( −�)

256×704

BEVerse-T [116] Swin-T ArXiv 18.5 53.4 38.8 32.1 46.6
+SeaBird CVPR24 19.5 (+1.0) 54.2 (+0.8) 41.1 (+2.3) 33.8 (+1.5) 48.1 (+1.7)
HoP [121] R50 ICCV23 27.4 57.2 46.4 39.9 50.9
+SeaBird CVPR24 28.2 (+0.8) 58.6 (+1.4) 47.8 (+1.4) 41.1 (+1.2) 51.5 (+0.6)

512×1408

BEVerse-S [116] Swin-S ArXiv 20.9 56.2 42.2 35.2 49.5
+SeaBird CVPR24 24.6 (+3.7) 58.7 (+2.5) 45.0 (+2.8) 38.2 (+3.0) 51.3 (+1.8)
HoP∗[121] R101 ICCV23 31.4 63.7 52.5 45.2 55.0
+SeaBird CVPR24 32.9 (+1.5) 65.0 (+1.3) 53.1 (+0.6) 46.2 (+1.0) 54.7 (–0.3)

640×1600
HoP∗[121] V2-99 ICCV23 36.5 69.1 56.1 49.6 58.3
+SeaBird CVPR24 40.3 (+3.8) 71.7 (+2.6) 58.8 (+2.7) 52.7 (+3.1) 60.2 (+1.9)

olutions, as described in [116, 121]. Tab. 7 demonstrates
that integrating SeaBird consistently improves these detec-
tors on almost every metric at multiple resolutions. The
improvements on APLrg empirically support the claims of
Theorem 1 and validate the effectiveness of dice loss and
BEV segmentation in localizing large objects.

5. Conclusions

This paper highlights the understudied problem of Mono3D
generalization to large objects. Our findings reveal that
modern frontal detectors struggle to generalize to large ob-
jects even when trained on balanced datasets. To bridge this

gap, we investigate the regression and dice losses, exam-
ining their robustness under varying error levels and object
sizes. We mathematically prove that the dice loss outper-
forms regression losses in noise-robustness and model con-
vergence for large objects for a simplified case. Leverag-
ing our theoretical insights, we propose SeaBird (Segmenta-
tion in Bird’s View) as the first step towards generalizing to
large objects. SeaBird effectively integrates BEV segmenta-
tion with the dice loss for Mono3D. SeaBird achieves SoTA
results on the KITTI-360 leaderboard and consistently im-
proves existing detectors on the nuScenes leaderboard, par-
ticularly for large objects. We hope that this initial step to-
wards generalization will contribute to safer AVs.
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