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Abstract

Domain shift is a formidable issue in Machine Learning
that causes a model to suffer from performance degradation
when tested on unseen domains. Federated Domain Gener-
alization (FedDG) attempts to train a global model using
collaborative clients in a privacy-preserving manner that
can generalize well to unseen clients possibly with domain
shift. However, most existing FedDG methods either cause
additional privacy risks of data leakage or induce signifi-
cant costs in client communication and computation, which
are major concerns in the Federated Learning paradigm.
To circumvent these challenges, here we introduce a novel
architectural method for FedDG, namely gPerXAN 1, which
relies on a normalization scheme working with a guiding
regularizer. In particular, we carefully design Personalized
eXplicitly Assembled Normalization to enforce client mod-
els selectively filtering domain-specific features that are bi-
ased towards local data while retaining discrimination of
those features. Then, we incorporate a simple yet effec-
tive regularizer to guide these models in directly capturing
domain-invariant representations that the global model’s
classifier can leverage. Extensive experimental results on
two benchmark datasets, i.e., PACS and Office-Home, and a
real-world medical dataset, Camelyon17, indicate that our
proposed method outperforms other existing methods in ad-
dressing this particular problem.

1. Introduction
Over the past few decades, Machine Learning (ML) has
demonstrated remarkable achievements across diverse ar-
eas such as Computer Vision, Natural Language and Speech
Processing, or Robotics [5]. In general, most ML mod-
els rely on an over-simplified assumption, i.e., the train-
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ing and testing data are independent and identically dis-
tributed, which does not always reflect real-world practices.
In practical scenarios where the distribution of testing data
diverges from that of training data, the performance of ML
models often drops catastrophically due to the domain shift
issue [28]. Additionally, obtaining or identifying the testing
data before model deployment can be challenging in numer-
ous applications. For instance, in biomedical applications
where data characteristics vary across different equipment
and institutions, gathering data from all potential domains
in advance is impractical. Therefore, it is essential to have
a solution that can improve the generalization capability of
such ML models to adapt effectively to unseen domains.

Domain Generalization (DG) has been proposed to ad-
dress the challenge of training ML models using data from
single or multiple source domains with the expectation
that these models will perform well on unseen domains
[41]. The majority of existing DG methods fall under the
category of domain-invariant representation learning ap-
proach [13, 20, 25, 29, 33]. This approach relies on a
broadly acknowledged assumption that each domain con-
tains its own domain-specific features, which are biased to-
wards spurious relations in the data, and that all domains
share domain-invariant features, which are general and ro-
bust to any unseen domains. From this assumption, pre-
vious works propose methods that remove domain-specific
features and distill domain-invariant features to achieve the
generalization ability. Alternative approaches for DG en-
compass data augmentation [23, 43, 44, 47], which in-
volves exposing models to artificially generated domains,
and meta-learning [1, 6, 12], an approach that emulates
the domain shift during the meta-training phase. However,
most methods require a centralized setting where all source
domains are collected together. Consequently, these meth-
ods cannot be readily expanded to decentralized settings.

Federated Learning (FL) [21] is an emerging decentral-
ized learning paradigm widely adopted in various applica-
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Figure 1. An overview of our proposed gPerXAN method for solving the FedDG problem.

tions to cope with the increasing privacy concerns of data
centralization [40]. Specifically, the paradigm works in a
way that each client learns from their data and only aggre-
gates local models’ parameters at a certain frequency at the
central server to generate a global model. Notably, all data
samples are kept within each client during the FL training
process. Due to the nature of data decentralization, where
each client owns a single source domain, as illustrated in
Figure 1, the FL paradigm poses further significant chal-
lenges for DG and limits the applicability of available DG
methods. There have been some early attempts to address
the DG problem in the FL scenario. For instance, Liu et al.
[18] introduces a method that allows clients to share their
image data in the frequency space with each other, thus rel-
atively recovering the centralization process at each client.
Similarly, Chen et al. [3] introduces another method that
extracts and exchanges the style of local images among
all clients. It is evident that these initial efforts employ a
strategy that necessitates the sharing of partial client data,
thereby compromising the data privacy constraints of FL
to a certain extent. Although they show promising results,
these methods can be overly complicated to implement in
practice and lead to additional privacy risks during the FL
training process.

To address the aforementioned challenges, this paper in-
troduces a novel architectural method for domain-invariant
representation learning within the FL framework. The pro-
posed method enhances the generalization ability while up-
holding the fundamental privacy principles of FL. Based
on the effectiveness of discarding domain-specific informa-
tion from learned features [25, 30], we properly assemble
Instance Normalization layers (IN) into Batch Normaliza-

tion layers (BN) in well-known Convolutional Neural Net-
works (CNNs) using an explicit differential mixture as in
Eqn (2). Moreover, thanks to the explicit property, the
benefit of personalization in FL [27, 35] can be incorpo-
rated into the normalization scheme using local BN sides.
Specifically, during the FL training process, while IN sides
are globally aggregated along with other model parameters,
BN sides are updated locally without broadcasting. In ad-
dition, we argue that only relying on the ability to filter
domain-specific features of IN while lacking guidance to
distill domain-invariant representations directly might lead
to suboptimal performance. Based on this observation, we
introduce a simple yet highly effective regularization term
to guide client models to directly capture domain-invariant
representations that can be used by the global model’s clas-
sifier, which is aggregated from client models’ classifiers.

To summarize, our main contributions in this paper are
highlighted as follows:

• Different from existing methods for DG in the FL sce-
nario, we propose a novel method that concentrates on a
personalized normalization scheme, global IN while lo-
cal BN, for filtering domain-specific features and fully
respecting the privacy-preserving principles of FL.

• Furthermore, we propose a simple yet effective regular-
ization term to introduce clear guidance to client models
for directly capturing domain-invariant representations,
further improving performance on unseen domains.

• Finally, we conduct extensive experiments on two bench-
mark datasets, i.e., PACS and Office-Home, and a real-
world medical dataset, Camelyon17, where our proposed
method outperforms existing relevant ones.
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2. Related Work

2.1. Domain Generalization

Domain Generalization is a challenging task requiring mod-
els to perform well on unseen domains. One dominant ap-
proach is domain-invariant representation learning, which
aims to minimize the discrepancy among source domains,
assuming that the resulting representation will be domain-
invariant and generalize well on testing domains. Along this
track, Muandet et al. [22] proposes to reduce the domain
dissimilarity by using Maximum Mean Discrepancy. Pan
et al. [25] combines IN and BN in popular CNNs to reap the
benefits of removing domain-specific features while main-
taining the ability to capture discriminative features. Mean-
while, Seo et al. [30] discloses that combining these normal-
ization layers in a switchable mechanism can yield better
performance. Another approach to DG is data augmenta-
tion, which augments source domains to a broader span of
the training data space, enlarging the possibility of cover-
ing the span of the data in the testing domain. Zhou et al.
[47] mixes styles of training instances, resulting in novel
domains being synthesized implicitly. Recently, the meta-
learning approach has drawn increasing attention from the
DG community. Balaji et al. [1] proposes MetaReg that
learns a regularization function, particularly for the network
classification layer, while excluding the feature extractor.
However, the majority of these methods rely on having ac-
cess to a diverse set of source domains, making them not
applicable to decentralized settings.

2.2. Federated Domain Generalization

While there is a growing interest in addressing the DG
problem within the FL framework, particularly in scenar-
ios where each client possesses a single source domain, the
existing literature on this subject remains relatively sparse.
This FedDG problem was initially introduced by Liu et al.
[18], who then proposed ELCFS that involves exchanging
amplitude information in the frequency space among clients
and leveraging episodic learning to further enhance perfor-
mance. Chen et al. [3] proposes a similar mechanism CCST
that extracts and exchanges the overall domain style of lo-
cal images among all clients. Unfortunately, these early
works require sharing partial information about the local
data, which can be viewed as a form of data leakage and is
undesirable in the FL setting. Moreover, these methods in-
clude broadcasting partial information and interpolating this
information into new training data, which adds significant
extra cost to communication and computation during the
FL training process. Besides, Wu and Gong [42] proposes
an architectural method COPA in which the global model
consists of a domain-invariant representation extractor and
an ensemble of domain-specific classifiers. Sun et al. [36]
introduces FedKA that employs a server-side voting mech-

Method Privacy Risk Additional Cost

Communication Computation

ELCFS ✓ ✓ ✓
CCST ✓ ✓ ✓
COPA × ✓ ✓
FedDG-GA × × ✓

gPerXAN (Ours) × × ×

Table 1. An advantage comparison of different methods.

anism that generates target domain pseudo-labels based on
the consensus from clients to facilitate global model fine-
tuning. Recently, Zhang et al. [46] proposes a novel global
objective incorporating a variance reduction regularizer to
encourage fairness, and then FedDG-GA is proposed to op-
timize this objective by dynamically calibrating the aggre-
gation weights. Although relaxing from the data leakage
issue, these methods also cause a large additional consump-
tion of resources when the number of source domains and
output classes increases. In this paper, we introduce an al-
ternative architectural method that shares only the model
update information during training. This ensures maximal
data privacy and circumvents the communication and com-
putation overhead issue mentioned earlier while achieving
competitive results. In Table 1, we highlight the advantages
of our method in comparison to previous ones.

One related research field to FedDG is Federated Do-
main Adaptation (FedDA). While both fields aim to maxi-
mize the model performance on unseen domains using ex-
isting source domains, FedDA can access the target do-
mains while FedDG cannot see those data during training.
Leveraging this assumption, FedDA methods such as FADA
[26] or FMTDA [45], are typically able to align target and
source features. However, this specific assumption also
makes FedDA methods are inapplicable to FedDG.

2.3. Personalized Federated Learning

Another related and orthogonal line of work is Personal-
ized Federated Learning (pFL). pFL aims to learn personal-
ized models for different clients to tackle distribution shifts
across client data, known as data heterogeneity. Li et al.
[14] utilizes a regularization term in the local loss function
so that the clients’ trained models will not significantly dif-
fer from the global model. On the other side, Sun et al. [35]
and Pillutla et al. [27] mitigate the heterogeneous distribu-
tions by only loading a subset of the global model’s param-
eters rather than loading the entire model at each training
round. Although related in terms of overcoming distribu-
tion shifts across clients, pFL focuses on improving the per-
formance of participating clients, whereas our considered
field FedDG focuses on improving the performance of un-
seen clients with unseen domains.
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3. Methodology
Problem Formulation. First, we denote X and Y as the
input space and the label space, respectively, of a specific
task T . In the standard FL setting, N clients {ci}Ni=1 are
involved in collaboratively constructing a global model fg
for solving the task, where each client ci owns a dataset
Di = {(xk, yk)}k=1,|Di| which is associated to a specific
domain defined by a joint distribution P

(i)
X,Y . Importantly,

scattered datasets {Di}Ni=1 across clients satisfy:

• P
(i)
X,Y ̸= P

(j)
X,Y with 1 ≤ i, j ≤ N and i ̸= j

• P
(i)
Y |X = P

(j)
Y |X with 1 ≤ i, j ≤ N and i ̸= j

The objective of FedDG is leveraging scattered datasets to
construct a model fg that can directly generalize to the un-
seen dataset DU with an unseen domain, which means:

• P
(U)
X,Y ̸= P

(i)
X,Y with 1 ≤ i ≤ N

• P
(U)
Y |X = P

(i)
Y |X with 1 ≤ i ≤ N

To this end, N clients communicate with a central server for
T rounds. At each round, every client ci receives the same
global model fg from the server and updates fg with their
local dataset Di for E epochs to establish its local model
fi. The server then collects all trained models and aggre-
gates them to update the global model. This process repeats
until the global model converges. In this work, we consider
the most popular FL framework, FedAvg [21], which ag-
gregates client models as:

fg =

N∑
i=1

|Di|∑
1≤j≤N |Dj |

fi (1)

Challenges. In the general spirit of DG, a model is ex-
pected to extensively explore multiple source domains to
achieve domain-invariance in its learned latent representa-
tion. However, under the FL setting, each client is restricted
to accessing only its own local data, which constrains to
make full use of source domains and, consequently, limits
learning of generalizable representation. Moreover, sharing
data or even partial information about data among clients
poses additional privacy risks and introduces communica-
tion and computation costs during the FL training process.

3.1. Normalization Scheme

eXplicitly Assembled Normalization. The first step to-
wards solving the highlighted challenges, we introduce a
novel normalization scheme called eXplicitly Assembled
Normalization (XAN), which combines IN and BN as:

ĥ = win(γin
h− µin√
σ2
in + ϵ

+βin)+wbn(γbn
h− µbn√
σ2
bn + ϵ

+βbn),

(2)

where h, ĥ ∈ RBxCxW xH are layer input and output activa-
tions, which are 4D tensors with dimensions of batch size
B, number of channels C, width W and height H . Mean-
while, µ and σ2 are means and variances captured by the
normalization layers, respectively, γ and β are affine pa-
rameters, and ϵ is for numerical stability.

In essence, XAN is a sophisticated mixture mechanism
of IN and BN to replace BN in the feature extractors of
CNNs. In particular, win and wbn are ratios to weight the
mixture that allow the model to switch between IN and BN.
These parameters are randomly initialized and optimized
along with other model parameters during training in an
end-to-end manner. Unlike previous works [19, 30], which
uses an implicit mechanism to combine computed statis-
tics of IN and BN, i.e., means and variances, XAN uses
an explicit mechanism that combines the output activations
of two normalization layers, this provides the model with
a unique ability to separate IN from BN completely. Note
that IN has shown great success in style transfer tasks [9] as
it allows discarding the variability of visual styles such as
object colors or textures from the content of images. This
property makes IN beneficial for solving the DG problem.
However, directly using IN to replace the conventional BN
leads to the loss of discrimination in the learned features,
resulting in performance degradation in classification tasks.
Personalized eXplicitly Assembled Normalization. To
accomplish our proposed normalization scheme, Personal-
ized eXplicitly Assembled Normalization (PerXAN), we
make a subtle modification to the conventional FedAvg
[21] framework based on the explicit property of the above
XAN. Specifically, during the FL training process, while
IN sides of XAN layers are globally aggregated along
with other model parameters, BN sides are updated locally,
which means that parameters of BN sides are excluded from
the broadcasting steps from the server. Notably, in inference
time, the global model is generated by averaging all model
parameters of clients. Our modification is motivated by a
common observation that FedAvg normally results in poor
convergence and performance in the presence of domain
heterogeneity across clients [15, 48] with the major rea-
son being that client models forget the acquired knowledge
from previous rounds after aggregated [31]. The leading
solution is to personalize a subset of the model, which ben-
efits clients in learning better from their local data [27, 35].
Moreover, based on another finding that BN plays a crucial
role in dealing with the domain shift issue in the centralized
paradigm [16, 17], BN sides in XAN layers are finally made
to be personalized. PerXAN is illustrated in Figure 1.

3.2. Regularization as Guidance

With the proposed normalization scheme PerXAN in place,
now, we are ready to introduce our ”Regularization as
Guidance”. It targets to induce clear guidance to client
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models through a regularizer, which brings an effect of do-
main alignment [33, 34], and guides these models to capture
domain-invariant representations directly. We hypothesize
that this will address a drawback of current DG methods
that are later verified by our experiments in Section 4. The
drawback is from DG methods that take advantage of the
IN’s function [25, 30] but do not actually equip the model
with the capability of capturing domain-invariant features
even if they demonstrated promising performance. Instead,
it is only hoped that domain-invariant features would be
distilled through achieving the goal of removing domain-
specific features. This indirect learning purpose might af-
fect the model’s learning efficacy, especially in the FL set-
ting, where each client only owns a separate single source
domain. Specifically, we assume a classification model f ,
either the global model fg or a client model fi, comprises
a feature extractor g and a classifier head h. At each client
ci, during local training, the client model fi is optimized on
the local dataset Di using the following loss function:

Li = L
(i)
cls(fi;Di) + λL(i)

reg(gi, hg;Di) (3)

=

|Di|∑
k=1

ℓ(fi(x
(i)
k ), y

(i)
k ) + λℓ(hg(gi(x

(i)
k )), y

(i)
k ), (4)

where ℓ is the base loss function, which is usually cross-
entropy in classification tasks, and λ is a hyper-parameter to
control the significance of the regularizer. In a deeper look,
by freezing hg during local training, the auxiliary loss term
Lreg forces client models to arrive at representations that
can be made use for classification by the same global clas-
sifier, hence, producing an alignment effect on these repre-
sentations [33, 34]. Moreover, our proposed regularizer can
also be interpreted as an implicit form of matching global
knowledge to clients’ knowledge, which has been demon-
strated to bring performance gain [3, 18] for FedDG.

Due to its orthogonality, our proposed regularizer can be
easily integrated into various methods, as shown in Algo-
rithm 1. Specifically, our experiments in Section 4 verify its
compatibility with the normalization scheme that justifies
our motivation. Moreover, by using only the global model’s
classifier to regularize feature extractors, gPerXAN saves
major communication and computation resources, as well
as memory usage at clients compared to others, which use
an ensemble of classifiers [42] or entire global model [46].

4. Experiments and Results

4.1. Datasets

To evaluate the proposed method, we perform experiments
on two standard DG benchmark datasets, i.e., PACS [11]
and Office-Home [39], and a real-world medical image
dataset, Camelyon17 [2], consisting of various sub-datasets

Algorithm 1 gPerXAN

1: Input: A model f uses PerXAN to replace BN layers in
the feature extractor. N clients with their local datasets
{Di}Ni=1. Notably, f (t) and f (l;t) is the model f and its
lth layer at the communication round t, respectively.

2: Initialization: f (0)
g ← f

3: for each round t = 1, 2, 3, . . . , T do
4: for each client i = 1, 2, 3, . . . , N in parallel do
5: for each layer in f

(t)
i do

6: if f (l;t)
i is not BN then

7: f
(l;t)
i ← f

(l;t)
g

8: end if
9: end for

10: f
(t)
i ← LocalTraining(f (t)

i , hg;Di)

11: end for
12: f

(t)
g =

∑N
i=1

|Di|∑
1≤j≤N |Dj |f

(t)
i // Eqn (2)

13: end for
14: return: f (T )

g

15: LocalTraining(fi, hg;Di):
16: for each epoch e = 1, 2, 3, . . . , E do
17: Li = L

(i)
cls(fi;Di) + λL

(i)
reg(gi, hg;Di) // Eqn (3)

18: fi ← fi − η∇Li

19: end for
20: return: fi

that are considered as domains. Specifically, PACS is com-
posed of 4 domains with large discrepancies from diverse
image colors and textures, Photo (P), Art painting (A), Car-
toon (C), and Sketch (S). Each domain contains 7 categories,
with 9,991 images in total. Office-Home is also composed
of 4 domains but with smaller discrepancies from various
backgrounds and camera viewpoints, Product (P), Art (A),
Clipart (C), and Real-world (R). Each domain contains a
more extensive label set of 65 categories with 15,588 im-
ages. Camelyon17 is a binary tumor classification dataset
containing 455,964 histology images with stains from 5 dif-
ferent hospitals worldwide. These datasets are at different
difficulty levels and are commonly used in the literature.

4.2. Experimental Settings

Evaluation. For a fair comparison purpose, we follow the
common leave-one-domain-out evaluation protocol as con-
sidered in [3, 18, 46]. In particular, we sequentially choose
one domain as the unseen domain, train the model on all
remaining domains where a single domain is treated as a
client, and evaluate the trained model on the chosen do-
main. For PACS and Office-Home datasets, we split 90%
of the data of each source client as the training set and 10%
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Method PACS Office-Home

P A C S Avg P A C R Avg Avg

FedAvg (Baseline) 95.21 82.23 78.20 73.56 82.30 76.53 65.97 55.40 78.01 68.98 75.64

FedAvg w/ MixStyle 95.93 85.99 80.03 75.46 84.35 75.87 62.09 57.92 77.48 68.34 76.35
FedAvg w/ RSC 95.21 83.15 78.24 74.62 82.81 75.26 62.34 50.79 77.46 66.46 74.63

ELCFS 96.23 83.94 79.27 73.30 83.19 76.83 66.32 55.63 78.12 69.23 76.21
CCST 96.65 88.33 78.20 82.90 86.52 76.61 66.35 52.39 80.01 68.84 77.68
COPA 95.62 84.80 80.28 82.86 85.89 75.82 62.27 56.04 78.72 68.21 77.05
FedDG-GA 96.80 86.91 81.23 82.74 86.92 77.23 65.10 58.29 78.80 69.86 78.42

gPerXAN (Ours) 97.27 86.52 84.68 83.28 87.94 78.91 67.24 57.75 80.15 71.01 79.48

Table 2. Accuracy comparison on the PACS and Office-Home datasets in the leave-one-domain-out setting.

of that as the validation set, while for unseen clients, the
entire data is used for testing. For the large-scale Came-
lyon17 dataset, the ratios of training set and validation set
at each source client are 80% and 20%, respectively, while
the entire data is used for testing at unseen clients. In all ex-
periments, we report the test accuracy on each unseen client
by using the best validation model selected based on the
average of accuracies on validation sets of source clients.
The reported numerical values are averaged over 3 runs. Fi-
nally, we straightforwardly compare the proposed method
with the vanilla FedAvg [21]. Two centralized DG methods,
which are free from the requirement of data centralization,
MixStyle [47] and RSC [10], are also evaluated under the
integration into the FedAvg framework. Furthermore, we
directly compare our method with state-of-the-art relevant
ones that address the problem of DG in the FL setting as
discussed in Section 2, including ELCFS [18], CCST [3],
COPA [42], and FedDG-GA [46].

Implementation Details. We present architectural details
and hyper-parameter values used for experiments in the pa-
per. Following [3, 46], for PACS and Office-Home datasets,
we use the image size of 224x224 pixels and ResNet-50
[7] pre-trained on ImageNet as the backbone for the fea-
ture extractor and a linear layer as the classifier. BN lay-
ers in the first four and first two blocks in feature extrac-
tors are replaced with our PerXAN, respectively. For the
Camelyon17 dataset, input images are resized to 96x96 pix-
els, and DenseNet-121 [8] is used instead of ResNet-50,
BN layers in the first dense block and the following transi-
tion block are replaced by PerXAN. Notably, parameters re-
lated to BN layers are initialized with ImageNet pre-trained
weights. Client models in all experiments are optimized
by an SGD optimizer with a learning rate of 2e-3 for 100
communication rounds (i.e. T = 100) with one local update
epoch at clients (i.e. E = 1). During the training, simple

Method Camelyon17

H1 H2 H3 H4 H5 Avg

FedAvg (Baseline) 97.0 91.8 89.9 94.2 81.0 90.8

FedAvg w/ MixStyle 91.1 85.5 86.2 93.3 87.9 88.8
FedAvg w/ RSC 90.6 90.6 88.3 94.5 93.3 91.5

ELCFS 92.9 90.6 89.9 93.2 89.9 91.3
CCST 91.5 90.2 87.3 94.6 91.6 91.0
COPA 93.2 90.9 92.2 93.6 90.2 92.0
FedDG-GA 97.2 90.7 91.0 92.3 90.5 92.3

gPerXAN (Ours) 96.5 92.2 95.1 94.7 91.9 94.1

Table 3. Accuracy comparison on the Camelyon17 dataset.

data augmentation techniques are applied including random
horizontal flipping and color jittering. The hyper-parameter
of our regularization term λ is searched in the range [0, 1]
with a step of 0.25. The MixStyle [47] and RSC [10] can
be directly integrated into the FedAvg without further mod-
ifications. All settings of other compared methods, i.e., EL-
CFS [18], CCST [3], COPA [42], and FedDG-GA [46] are
chosen based on corresponding papers.

4.3. Main Results

Table 2 presents the quantitative results for different testing
domains on the PACS and Office-Home datasets. Partic-
ularly, each result column shows the test accuracy of the
global model on the domain of the column name. First of
all, we can empirically verify that centralized DG meth-
ods such as MixStyle [47] and RSC [10] are inconsistent
under the FedAvg framework and even harmful in certain
cases compared to the baseline. Since these methods are

6032



designed for the centralized setting, they might need access
to inter-domain knowledge to perform well, which is un-
available in the FL setting. In comparing state-of-the-art
FedDG methods designed for the FL scenario, methods that
share partial client data information, i.e., ELCFS [18] and
CCST [3], show impressive results on the PACS dataset.
However, they do not significantly affect the Office-Home
dataset. A similar pattern is found with the architectural
method COPA [42] and FedDG-GA [46]. Meanwhile, on
the PACS and Office-Home datasets, our proposed method,
gPerXAN achieves average accuracies across unseen clients
of 87.94% and 71.01%, which are 1.02% and 1.15% better
than the second-best ones, respectively. Although most of
the considered methods can perform better than the baseline
FedAvg in most cases, our method demonstrates a signifi-
cant boost over others on both two standard benchmarks.

In addition to standard PACS and Office-Home datasets,
we further evaluate our proposed method on a medical
imaging dataset Camelyon17 as presented in Table 3. On
this real-world benchmark, we can observe that ELCFS
[18] and CCST [3] show considerably inferior perfor-
mance compared to architectural ones, i.e., COPA [42] and
gPerXAN. This might be due to sophisticated and sensi-
tive features in medical images that are more challenging
to extract and interpolate than conventional datasets [38],
leading to inefficiency in these information-sharing-based
methods. Notably, although it yields impressive perfor-
mance, COPA [42] involves several other advanced tech-
niques, such as RandAugment [4], making the performance
gain hard to justify. Meanwhile, our method achieves an av-
erage accuracy across unseen clients of 94.1%, outperform-
ing FedDG-GA [46] by approximately 2%. In general, the
above experimental results demonstrate the effectiveness of
the proposed method across various applications.

4.4. Ablation Studies

We conduct ablation studies on the PACS dataset to inves-
tigate the impact of each building component. Specifically,
we first compare PerXAN with other centralized variants
such as conventional BN, I-BN [25], and DSON [30] under
the same implementation details, and then our guiding reg-
ularizer is applied to ELCFS [18] and CCST [3] to verify its
compatibility with the rest of the method.

4.4.1 Impact of the Normalization Scheme

Table 4 provides a quantitative comparison among con-
sidered normalization schemes where gFedAvg represents
the FedAvg framework implemented with the guiding reg-
ularizer. This means that we sequentially utilize the con-
ventional BN, I-BN [25], and DSON [30] to replace the
PerXAN scheme in our proposed method. From this ta-
ble, we can observe that I-BN [25] can yield better perfor-

Method PACS

P A C S Avg

gFedAvg w/ BN 95.85 84.39 78.04 76.42 83.68
gFedAvg w/ I-BN 94.67 82.08 80.46 80.07 84.32
gFedAvg w/ DSON 93.77 81.64 79.91 80.63 83.99

gPerXAN (Ours) 97.27 86.52 84.68 83.28 87.94

Table 4. Evaluation of different normalization schemes.

Figure 2. Contribution of the regularizer on different methods.

mance than DSON [30] and the conventional BN, which
are slightly comparable to each other. Meanwhile, PerXAN
shows optimal performance with a significant margin com-
pared to others and largely contributes to the whole method.

4.4.2 Impact of the Regularizer

To better understand the proposed regularization term’s
contribution, we sequentially employ it in FedAvg, ELCFS
[18], and CCST [3] to observe performance changes. Fig-
ure 2 displays averaged accuracies across unseen clients of
these methods without and with the involvement of our reg-
ularizer. It is straightforward to see that while regularizer
improves the performance of FedAvg and PerXAN consid-
erably, it does not enhance ELCFS [18] and CCST [3]. In
information-sharing-based methods, i.e., ELCFS [18] and
CCST [3], each client is exposed to other clients’ data infor-
mation, which means that clients can access global knowl-
edge relatively, then making the effect of matching global
knowledge to clients’ knowledge redundant and harmful.
Also, this ablation study empirically verifies the connection
between the regularizer and normalization scheme.

5. Analysis and Discussion
5.1. Visualization

We now provide an in-depth ability analysis of the proposed
method via representation visualization using t-SNE [37], a
common dimensionality reduction technique. As shown in

6033



Figure 3. Visualization of representation extracted from the global model on the PACS dataset.

Figure 3, we compare the representations extracted from the
global model obtained from our gPerXAN and the baseline
FedAvg on the PACS dataset with the testing domain, a.k.a.
target domain Photo (P). From this figure, we can observe
that features derived from our method are semantically sep-
arated according to 7 categories in the PACS dataset for
both source domains and the target domain. Moreover, fea-
tures of each category on all domains tend to be close and
grouped, demonstrating the ability of our method to distill
more discriminative and domain-invariant representation,
leading to a significant improvement of more than 2% in
classification accuracy on the testing domain Photo (P).

5.2. Privacy and Efficiency

Data privacy is a major concern in the field of FL, which
is mitigated by only sharing client models’ parameters in-
stead of raw data. However, to resolve the FedDG problem,
recently introduced methods sacrifice this principle by re-
vealing partial information about client data. Specifically,
leaking more information not only opens higher chances for
attackers to perform an inversion attack [24], which aims
to reconstruct the original data of clients, but also ampli-
fies the risk of membership inference attack [32], which
determines if a sample was in the model’s training data.
Furthermore, efficiency in communication and computation
is critical in FL, especially in scenarios where resource-
constrained clients are involved. Despite that, the common
sharing mechanism in available methods introduces unac-
ceptable extra costs to the FL training process. For COPA
[42], using an ensemble of domain-specific classifiers in the
model architecture results in an O(N2) increase in commu-
nication and computation complexities compared to O(N)
as conventional, according to the number of participating
clients N . Meanwhile, FedDG-GA [46] consumes a double
of memory at clients. Compared with existing ones, in ad-

dition to bypassing the limitations described above, our pro-
posed method is more practical in terms of implementation
yet provides competitive results in extensive evaluations.

6. Conclusion
In this paper, we introduce a novel architectural method,
namely gPerXAN, to address the problem of FedDG. By
explicitly assembling Instance Normalization layers into
Batch Normalization layers in a personalized scheme and
employing a simple yet effective guiding regularizer, our
method allows the model to filter domain-specific features
and actively distill domain-invariant representation for clas-
sification tasks. We conduct extensive experiments and in-
depth analysis to quantitatively and qualitatively verify the
effectiveness of our proposed method in solving this partic-
ular problem. Although our evaluation is more on cross-
silo FL, our method can be easily extended to cross-device
scenarios while Algorithm 1 remains unchanged. Unlike
existing methods, due to the independence from imaging
techniques, gPerXAN can be straightforwardly extended to
diverse applications. A potential limitation of our method is
its certain suitability with normalization-based models. In
the future, investigating other forms of regularization terms
is a promising research direction due to the available room
for improvements. Moreover, the vulnerability of available
methods under various attacks remains underexplored.
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