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Abstract

Federated Learning (FL) aggregates locally trained
models from individual clients to construct a global model.
While FL enables learning a model with data privacy, it of-
ten suffers from significant performance degradation when
clients have heterogeneous data distributions. This data
heterogeneity causes the model to forget the global knowl-
edge acquired from previously sampled clients after be-
ing trained on local datasets. Although the introduction
of proximal objectives in local updates helps to preserve
global knowledge, it can also hinder local learning by in-
terfering with local objectives. To address this problem,
we propose a novel method, Federated Stabilized Orthogo-
nal Learning (FedSOL), which adopts an orthogonal learn-
ing strategy to balance the two conflicting objectives. Fed-
SOL is designed to identify gradients of local objectives that
are inherently orthogonal to directions affecting the proxi-
mal objective. Specifically, FedSOL targets parameter re-
gions where learning on the local objective is minimally
influenced by proximal weight perturbations. Our experi-
ments demonstrate that FedSOL consistently achieves state-
of-the-art performance across various scenarios.

1. Introduction
Federated Learning (FL) is an emerging distributed learn-
ing framework that preserves data privacy while leverag-
ing client data for training [29, 30]. In this approach, in-
dividual clients train their local models using their private
data, and a server aggregates these models into a global
model. FL eliminates the need for direct access to clients’
raw data, enabling the use of extensive data collected from
various sources such as mobile phones, vehicles, and fa-
cilities [3, 71]. However, FL encounters a notorious chal-
lenge known as data heterogeneity [26, 36, 38]. As data
from different clients often come from diverse underlying
distributions, local datasets are not independently and iden-
tically distributed (Non-IID). This common issue in real-
world scenarios leads to a misalignment between global and

local objectives [27, 63]. Consequently, local learning de-
viates from the global objective, resulting in significantly
degraded performance and slower convergence [26, 74].

Recent research suggests that such deviation in FL
resembles Catastrophic Forgetting in Continual Learn-
ing (CL) [32, 56, 66]. In CL, fitting the model to a new task
alters parameters critical for previous tasks, thus impairing
their performance [44, 47, 52, 64]. Similarly in FL, local
learning is prone to be overfitted on local datasets, causing
the model to forget global knowledge not represented in the
local distributions [32, 68]. Consequently, FL must navigate
the balance between preserving previous global knowledge
and acquiring new local knowledge during local learning.
Inspired by CL, we aim to resolve the conflict between two
objectives through Orthogonal Learning [18, 40]. In CL, an
effective strategy for preserving previous knowledge is to
minimizing the new task’s loss using gradients that are or-
thogonal to the loss space of the old tasks [9, 10, 55, 75].
These orthogonal gradients enable the model to reduce the
loss on the new task without negatively affecting perfor-
mance on previous tasks. Our primary motivation is to adapt
this strategy to FL by identifying gradients that are orthog-
onal to directions affecting the global knowledge while still
enabling effective training on local datasets.

However, applying this strategy to FL presents unique
challenges. First, implementing orthogonal gradients in
CL often requires retaining past data or gradients for ref-
erence [9, 55]. This practice becomes problematic in FL
as it can compromise data privacy and introduce additional
communication overhead. Second, unlike in CL where task
distributions are often disjoint [13, 72], FL clients may have
overlapping data distributions, including instances from the
same class. As a result, the global distribution, formed by
combining local distributions, also presents overlap with in-
dividual local distributions. Such an overlap not only com-
plicates the identification of an orthogonal update direc-
tion but also makes the process computationally demand-
ing. Moreover, finding an orthogonal gradient that accom-
modates multiple local distributions is challenging and the
obtained gradient may significantly undermine the effec-
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tiveness of learning on local datasets.
To address these problems, we initially focus on prox-

imal restrictions in FL [27, 35, 37]. Many previous stud-
ies have integrated these restrictions into local objectives
to tackle the data heterogeneity issue. By constraining the
deviation of local learning from the global objective, the
proximal restrictions maintain performance on the global
distribution outside of local distributions. This leads us to
interpret proximal objectives as losses that preserve global
knowledge in FL, notably without requiring direct access to
other clients’ data or the need to communicate their infor-
mation. Unfortunately, as the proximal objective is closely
tied to the local objective, we find that directly negating the
projected proximal gradient component in the local gradient
substantially degrades the performance.

Instead, we hypothesize that identifying the parameter
region where local gradients naturally align as orthogonal
to the proximal gradients can effectively reduce interfer-
ence between the two objectives. To this end, we propose
a novel algorithm, Federated Stabilized Orthogonal Learn-
ing (FedSOL). At each local update, FedSOL adversarially
perturbs weight parameters using the gradient of proximal
objectives, and then captures the local gradient at these per-
turbed weights. FedSOL aims to find a parameter region
where the local gradient is stable against proximal pertur-
bation, ensuring that the resulting local gradient remains
orthogonal to the proximal gradient.
To summarize, our main contributions are as follows:
• We suggest that orthogonal learning in CL could be an

effective strategy in FL, by resolving conflicts between
local and proximal objectives. (Section 2)

• We propose a novel FL method, FedSOL, which targets
a parameter region where the local gradient is orthogonal
to the proximal gradient. (Section 3)

• We validate the efficacy of FedSOL in various setups,
demonstrating consistent state-of-the-art performance.
We also highlight its robustness when integrated with dif-
ferent types of proximal objectives. (Section 4)

• We provide a comprehensive analysis of the benefits
that FedSOL offers to FL, effectively preserving global
knowledge during local learning and enhancing the
smoothness of the global model. (Section 5)

2. Proximal Restriction in Local Learning
In this section, we first introduce the problem setup and the
concept of proximal restriction in FL. We then discuss the
trade-off between local and proximal objectives. We sug-
gest that while orthogonal learning could be an effective so-
lution, simple gradient projection cannot achieve it in FL.

2.1. Proximal Restriction in FL
Consider an FL system that consists of K clients and a cen-
tral server. Each client k has a local dataset Dk, where

the entire dataset is a union of the local datasets as D =⋃
k∈[K]Dk. FL aims to train a global server model with

weights w that minimize the loss across all clients:

Lglobal(w) =
∑

k∈[K]

|Dk|
|D|
Lk
local(w) , (1)

where |Dk| and |D| are the number of instances in each
dataset. When using a proximal restriction objective, the
loss function for each client k is a linear combination of
its original local loss, Lk

local(wk), and a proximal loss,
Lk
p(wk;wg), controlled by a hyperparameter β:

Lk(wk) = Lk
local(wk) + β · Lk

p(wk;wg). (2)

Here, Lk
local(wk) is the loss on the client’s local distribu-

tion (e.g., cross-entropy loss), and Lk
p(wk;wg) quantifies

the discrepancy between the global model wg and the local
model wk. This discrepancy can be measured in various
ways, such as the Euclidean distance between the parame-
ters [37, 63] or the KL-divergence between probability vec-
tors computed using the client’s data [24, 32].

2.2. Forgetting in Local Learning
Recent studies suggest that data heterogeneity in FL leads
to Catastrophic Forgetting during local learning [32, 56].
When the model is trained on skewed local datasets, local
learning deviates from the global objectives—commonly
referred to as client drift [27]. This drift causes trained local
models to forget knowledge from the previous round of the
global model, which the local datasets cannot fully repre-
sent. The FL performance is strongly tied to how well local
learning preserves this global knowledge [66, 68]. Introduc-
ing proximal restrictions within the local objective effec-
tively constrains such deviation, alleviating forgetting [32].

However, these proximal restrictions present a trade-
off. While they serve to preserve global knowledge, they
also inherently limit the model’s ability to learn from local
data [46, 54]. Striking the right balance between these two
conflicting objectives during local learning is crucial for the
success of FL. As the local model wk begins with the same
parameters as the distributed global model wg , it initially
has a minimal proximal loss. Thereby, we posit that the
main challenge is guiding the local learning to reduce the lo-
cal loss Lk

local without inducing an increase in the proximal
loss Lk

p . Inspired by CL [9, 18, 55], we consider updating
the local model using gradients that are orthogonal to the
proximal gradient as an effective solution to this problem.

2.3. Proximal Gradient Projection
A straightforward approach to obtaining the update gradi-
ent, which is orthogonal to the proximal loss Lk

p , is con-
ducting a direct projection [9, 55] of the proximal gradient:

gProj
u = gl −

gl
T gp

gT
p gp

gp if gT
l gp < 0. (3)
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Here, we denote the local gradient as gl = ∇wk
Lk
local(wk)

and the proximal gradient as gp = ∇wk
Lk
p(wk;wg). We

omit the weights w for simplicity unless clarification is
needed. By negating the conflicting component from the
local gradient gl, the update gradient gProj

u becomes orthog-
onal to the proximal gradient gp. Note that we only project
when the two gradients are in conflict (i.e., gT

l gp < 0),
otherwise we use the original local gradient gl.

However, we find that this direct projection approach
rather degrades the performance. In Table 1, we compare
different usages of the proximal objective: as an auxiliary
loss alongside the local objective, as in Equation 2 (Base),
and as proximal gradient projection, as in Equation 3 (Pro-
jection). Note that the absence of a proximal loss (None)
is equivalent to FedAvg [45]. The results show that per-
formance significantly declines when the proximal gradient
component is directly negated through gradient projection,
even underperforming compared to FedAvg. This suggests
that the two objectives are closely interconnected, and di-
rectly negating the proximal gradient might actually under-
mine the local learning. Therefore, we consider an approach
that implicitly promotes the orthogonality of the update.

Table 1. Results of gradient projection on CIFAR-10 (α = 0.1).

Proximal Loss Usage
Base Projection

None (FedAvg) 56.13±0.78

L2 Distance 59.80±1.12 56.35±2.85 (- 3.45)
KL-Divergence 60.31±2.07 50.88±3.55 (- 9.43)

3. Proposed Method: FedSOL
In this section, we introduce Federated Stabilized Orthogo-
nal Learning (FedSOL). Our primary motivation is to obtain
a gradient for updating the local model that is orthogonal to
the proximal gradient, yet still effectively reduces the local
loss. The detailed algorithm is outlined in Algorithm 1.

3.1. Preliminary: Overview of SAM

We borrow the idea of recently proposed Sharpness-Aware
Minimization (SAM) [19], which uses weight perturbations
to achieve flatter minima. For the given loss L, SAM opti-
mizer solves the following min-max problem:

min
w

max
∥ϵ∥2<ρ

L(w + ϵ). (4)

In the above equation, the inner maximization iden-
tifies a parameter perturbation ϵ that maximizes loss
change within the ρ-ball neighborhood. This is prac-
tically approximated by a single re-scaled gradient step
ϵ∗=ρ∇wL(w)/∥∇wL(w)∥2. The outer minimization is

Algorithm 1 Federated Stabilized Orthogonal Learning
Input: local lossLk

local and proximal lossLk
p for each client

k ∈ [K], learning rate γ, and base perturbation strength ρ
Initialize global server weight wg

for each communication round t do
Server samples clients K(t) ⊂ [K]
Server broadcasts wg for all k ∈ K(t)

Client replaces wk ← wg

for each client k ∈ K(t) in parallel do
for each local step do

# Set Adaptive Perturbation Radius (Sec 3.3)
ρadaptive = ρ ·Λ (element-wise rescale)

# Perturb using Proximal Gradient (Sec 3.2)
# (Optional) Use Partial Perturbation (Sec 3.3)

ϵ∗p = ρadaptive ⊙
∇wk

Lk
p(wk;wg)

∥∇wk
Lk

p(wk;wg)∥

# Update Local Model Parameters (Sec 3.2)
wk ← wk − γ · ∇wk

Lk
local

(
wk + ϵ∗p

)
end for

end for
Upload wk to server
Server Aggregation :wg ← 1

|K(t)|
∑

k∈K(t) wk

end for
Server output : wg

then conducted by a base optimizer, such as SGD [49], tak-
ing the gradient ∇wL(w + ϵ∗) at the perturbed weights.
SAM demonstrates an exceptional ability to perform well
across different model structures [11, 76] and tasks [1, 65]
with high generalization performance. In FL, applying
SAM improves the generalization of each client’s local
model [6, 54]. However, since this approach only addresses
local objectives, its effectiveness in generalization is mostly
confined to local data distributions [59, 60] and still en-
counter conflicts with the proximal objective.

3.2. Adversarial Proximal Perturbation

Figure 1. An overview of the FedSOL update. At each update,
FedSOL computes its update gradient at the proximally perturbed
weights. By withstanding the proximal perturbation, FedSOL ob-
tains a local gradient that is orthogonal to the proximal gradient.
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The core idea of FedSOL is to identify the parameter region
where the local gradient is minimally affected by adversar-
ial weight perturbation using the proximal gradient. At each
local update, FedSOL adversarially perturbs the weight pa-
rameters and obtains the local gradient as follows:

Step1: Weight Perturbation In FedSOL, we first iden-
tify a weight perturbation ϵ∗p that brings about the most sig-
nificant change in the given proximal loss Lk

p . Practically,
this is conducted by using a single re-scaled step based on
the proximal gradient gp = ∇wk

Lk
p(wk;wg), controlled

by the hyperparameter ρ for perturbation strength:

ϵ∗p = argmax
∥ϵ∥2≤ρ

Lk
p(wk+ϵ;wg) ≈ ρ

gp

∥gp∥2
. (5)

Step2: Parameter Update After the perturbation, update
the parameters with the local gradient computed at the per-
turbed weights and a learning rate γ:

wk ← wk − γ · ∇wk
Lk
local(wk + ϵ∗p) , (6)

In the above procedures, the model is updated using the
gradient of the local loss Lk

local, while the proximal loss Lk
p

plays only an implicit role in perturbing weights. We em-
phasize that unlike SAM, which employs the same loss for
both weight perturbations and parameter updates, FedSOL
distinguishes between the roles of these two types of losses
to address the knowledge trade-off in FL. A more detailed
comparison of these two distinct approaches in the FL con-
text is discussed in Appendix G.

3.3. Adaptive Perturbation Strength

In FedSOL, we introduce an adaptive perturbation strength
reflecting the global and local parameter discrepancies. For
each layer m, we construct a scaling vector λ(m), where the
i-th entry corresponds to each parameter in that layer:

λ(m)[i] =

∣∣w(m)
k [i]−w

(m)
g [i]

∣∣∥∥w(m)
k −w

(m)
g

∥∥
2

. (7)

Here, w(m)
g and w

(m)
k represent the weights of the m-th

layer in the global and local models, respectively. The de-
nominator represents the normalization of the discrepancy
within the layer, accounting for the layer-wise scale vari-
ance. This adaptive perturbation allows more perturbation
for the parameter with large difference, and vice versa. It
fits with the typical behavior of proximal loss, which in-
creases as ∥wk − wg∥2 grows. By concatenating these
layer-specific vectors, Λ = (λ(1), . . . ,λ(m), . . . ,λ(last)),
and incorporating it into the Equation 5, the proximal per-
turbation ϵ∗p becomes:

ϵ∗p = ρ ·Λ⊙
gp

∥gp∥2
≈ argmax
∥Λ−1⊙ ϵ∥

2
≤ρ

Lk
p(wk+ϵ;wg) , (8)

where ⊙ denotes the element-wise product. Intuitively, the
adaptive perturbation allows local learning to deviate cer-
tain parameters from the global model when they are sig-
nificantly influential to justify larger weight perturbations.
Note that using a fixed value for ρ corresponds to setting Λ
in Equation 8 as a vector with all entries to one.

3.4. Partial Perturbation

As the data heterogeneity does not affect all layers
equally [39, 42], we explore the use of partial perturbation
in FedSOL by selectively perturbing specific layers instead
of the entire model. We propose that perturbing only the
last classifier layer is empirically sufficient for FedSOL. We
provide a detailed discussion in Section 4.4. This approach
yields performance nearly as high as full-model pertur-
bation while significantly reducing computational require-
ments by avoiding multiple forward and backward compu-
tations across all layers. For optimal efficiency and perfor-
mance, we apply FedSOL’s weight perturbation exclusively
to the last classifier head layer in the experiments unless
otherwise specified.

3.5. Theoretical Analysis

To assess FedSOL’s effect on local learning, we examine the
changes in both Lk

p and the local loss Lk
local after a single

FedSOL update. Note that the proximal loss Lk
p and local

loss Lk
local each corresponds to the global knowledge and

local knowledge. Specifically, we examine the impact of
the FedSOL update gradient gFedSOL

u on loss Lk at wk with
a learning rate γ, using a first-order Taylor approximation:

∆FedSOLLk(wk) = Lk
(
wk − γ gFedSOL

u (wk)
)
− Lk(wk)

≈ −γ⟨∇wk
Lk(wk), g

FedSOL
u (wk)⟩ .

(9)

In the above equation, Lk can be either local loss or proxi-
mal loss. We further scrutinize gFedSOL

u itself as a first-order
Taylor expansion of the local loss Lk

local at the perturbed
weights wk + ϵ∗p as follows:

gFedSOL
u (wk) = ∇wk

Lk
local(wk + ϵ∗p)

≈ gl(wk) + ρ∇2
wk
Lk
local(wk)ĝp(wk) .

(10)

where ĝp=gp/∥gp∥2 represents the normalized proximal
gradient. Note that ϵ∗p is solely used for weight pertur-
bation, and hence its gradient is not computed. By inte-
grating the approximation in Equation 10 into the loss dif-
ference defined in Equation 9, we derive the subsequent
two key propositions. These propositions explain how Fed-
SOL guides local learning to minimize the local loss, Lk

local,
without causing an increase in the proximal loss, Lk

p.
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Proposition 1 (Proximal Objective Orthogonality). Given
a local loss Lk

local and its Hessian matrix ∇2Lk
local ≽ 0

evaluated at wk, the change of proximal loss by FedSOL
update reduces the conflicts ⟨gl ,gp⟩ ≤ 0 in FedAvg update
∆FedAvgLk

p = −γ ⟨gl , gp⟩ as ρ increases:

∆FedSOLLk
p ≈ −γ

(
⟨gl , gp⟩+ρ · ĝp

⊤∇2Lk
local gp︸ ≥ 0 ︸

)
. (11)

Proposition 2 (Local Objective Equivalence). The change
of local loss Lk

local by FedSOL update is equivalent to the
FedAvg update conducted at∇Lk

local(wk + ρ
2ϵ

∗
p) as:

∆FedSOLLk
local(wk) ≈ ∆FedAvgLk

local

(
wk+

ρ

2
ϵ∗p

)
. (12)

Firstly, Proposition 1 examines FedSOL’s impact on the
proximal loss. It suggests that FedSOL’s update gradient,
gFedSOL
u , directs the local updates to be orthogonal to the

proximal gradient. This helps maintain a low proximal
loss, Lk

p, during local learning, which initially has a very
low value as the learning starts from the distributed global
model. This indicates that FedSOL implicitly regularizes
the negative impact of the local gradient on proximal loss.
This regularization effect grows as the curvature of local
loss∇2Lk

local local becomes steeper.
Meanwhile, Proposition 2 compares the change of local

lossLk
local under FedSOL to its counterpart in FedAvg. This

proposition suggests that, although FedSOL calculates the
local gradient at perturbed weights, its impact on the local
loss is almost identical to that of FedAvg. This implies that
FedSOL effectively reduces local loss without significantly
slowing down the learning process. As a result, FedSOL
successfully mitigates the conflict between the proximal ob-
jective and the local objective. The detailed proofs of the
propositions are provided in Appendix K.

4. Experiment
4.1. Experimental Setups

Data Setups We use 6 datasets: MNIST [15], CIFAR-
10 [31], SVHN [50], CINIC-10 [12], PathMNIST [70], and
TissueMNIST [70]. We distribute data to clients using two
strategies: Sharding [45, 51] and Latent Dirichlet Alloca-
tion (LDA) [32, 62]. Sharding sorts data by label and as-
signs equal-size shards to clients. The heterogeneity level
increases as the shard per user, s, becomes smaller. On the
other hand, LDA assigns class c data samples to each client
k with probability pc(≈ Dir(α)), where the heterogeneity
increases as α becomes smaller. Although only the statisti-
cal distributions varies across the clients in Sharding strat-
egy, both the distribution and dataset size differ in LDA.

Learning Setups We distribute MNIST, CIFAR-10, and
SVHN datasets across 100 clients with a sampling ratio
of 0.1, while CINIC-10, PathMNIST, and TissueMNIST
across 200 clients with a ratio of 0.05. We use a model ar-
chitecture as described in [45], which consists of two con-
volutional layers, max-pooling layers, and two fully con-
nected layers. Each client optimizes its local datasets for 5
local epochs using momentum SGD with a learning rate of
0.01, momentum 0.9, and weight decay 1e-5. The learning
rate is multiplied by a factor of 0.99 after each communi-
cation round. We conducted a total of 300 communication
rounds, except for MNIST, PathMNIST, and TissueMNIST,
for which we conducted 200 rounds, sufficient for the server
model to reach performance saturation. For the proximal
loss, we employed the KL-divergence loss function. We
provide more detailed experimental setups in Appendix B.

4.2. Proximal Orthogonality of FedSOL
In Figure 2, we examine the interaction of FedSOL’s update
gradient, gFedSOL

u , with the proximal loss Lp. As the per-
turbation strength ρ increases, the direction of gFedSOL

u be-
comes increasingly orthogonal to the proximal gradient gp
(Figure 2(a)). This enhanced orthogonality helps maintain
a low proximal loss during local learning (Figure 2(b)).

Figure 2. Effect of FedSOL on local learning in CIFAR-10 (α=0.1)
by varying ρ values. (a) Average proximal loss across local mod-
els. (b) Cosine similarity between FedSOL gradient (gFedSOL

u ) and
proximal gradient (gp) during local learning.

4.3. Performance on Data Heterogeneity
Heterogeneity Level Table 2 presents a comparison be-
tween FedSOL and other baselines. The results show that
many recently proposed FL methods tend to underperform
even when compared to the standard FedAvg baseline. A
similar observation is also reported in [32, 74], which points
out that many FL methods are sensitive to the learning sce-
narios. In contrast, FedSOL achieves state-of-the-art results
in most cases, consistently outperforming FedAvg across
all evaluated scenarios. Particularly, FedSOL shows re-
markable improvement at high heterogeneity levels, such
as in Sharding (s=2) and LDA (α=0.05) scenarios. We fur-
ther provide the learning curves in Appendix C, perturba-
tion strategies in Appendix H, personalized performance in
Appendix D, and larger dataset experiments in Appendix E.
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Table 2. Test accuracy@1(%) comparison among baselines and FedSoL on different datasets. The values in the parenthesis are the standard
deviation. The arrow (↓, ↑) shows the comparison to the FedAvg. We set s ∈ {2, 3, 5, 10} and α ∈ {0.05, 0.1, 0.3, 0.5} for CIFAR-10
datasets, whereas s = 2 and α = 0.1 for the others.

Non-IID Partition Strategy : Sharding

Method MNIST
CIFAR-10

SVHN CINIC-10 PathMNIST TissueMNIST
s = 2 s = 3 s = 5 s = 10

FedAvg [45] 96.16(0.19) 51.48(3.41) 62.94(0.00) 70.96(0.91) 74.60(0.88) 73.63(3.16) 42.40(2.70) 57.40(1.48) 49.36(1.64)

FedProx [37] 95.86(0.12) ↓ 52.80(2.66) ↑ 58.19(0.55) ↓ 64.71(0.74) ↓ 69.37(1.21) ↓ 71.09(3.13) ↓ 40.00(3.01) ↓ 60.77(3.64) ↑ 48.20(1.95) ↓

FedNova [63] 94.13(0.36) ↓ 46.89(2.57) ↓ 61.12(0.88) ↓ 67.11(0.25) ↓ 70.59(0.52) ↓ 67.35(2.84) ↓ 40.94(2.29) ↓ 58.85(4.10) ↑ 36.44(0.95) ↓

Scaffold [27] 95.91(0.18) ↓ 62.60(0.70) ↑ 68.53(0.99) ↑ 74.28(0.39) ↑ 76.71(0.16) ↑ 77.84(2.28) ↑ 47.76(0.45) ↑ 71.12(1.04) ↑ 30.99(6.09) ↓

FedNTD [32] 96.62(0.06) ↑ 67.25(1.08) ↑ 70.47(0.33) ↑ 75.21(0.39) ↑ 76.46(0.07) ↑ 85.30(0.78) ↑ 52.72(1.12) ↑ 65.00(1.26) ↑ 52.63(0.59) ↑

FedSAM [54] 96.12(0.19) ↓ 51.85(3.14) ↑ 60.90(0.93) ↓ 69.29(0.39) ↓ 72.98(0.34) ↓ 65.85(3.77) ↓ 45.91(2.02) ↑ 67.32(3.15) ↑ 49.62(1.61) ↑

FedASAM [6] 97.08(0.15) ↑ 52.08(2.19) ↑ 63.24(1.16) ↑ 70.95(0.76) ↓ 74.74(0.88) ↑ 79.48(2.17) ↓ 43.15(2.73) ↑ 59.47(2.91) ↑ 49.46(1.91) ↑

FedSOL (Ours) 97.15(0.08) ↑ 66.72(0.61) ↑ 69.88(0.15) ↑ 75.82(0.34) ↑ 77.79(0.19) ↑ 85.18(0.37) ↑ 55.17(0.32) ↑ 73.85(1.55) ↑ 53.42(0.46) ↑

Non-IID Partition Strategy : LDA

Method MNIST
CIFAR-10

SVHN CINIC-10 PathMNIST TissueMNIST
α = 0.05 α = 0.1 α = 0.3 α = 0.5

FedAvg [45] 96.11(0.19) 42.27(1.34) 56.13(0.78) 67.32(0.94) 73.90(0.66) 55.36(4.85) 36.49(4.37) 65.98(4.76) 42.78(2.03)

FedProx [37] 96.05(0.13) ↓ 50.58(0.57) ↑ 59.80(1.12) ↑ 68.39(0.81) ↑ 72.87(0.55) ↑ 72.40(3.15) ↑ 40.09(3.97) ↑ 70.44(1.92) ↑ 52.25(1.40) ↑

FedNova [63] 88.24(1.37) ↓ 10.00(Failed) ↓ 10.00(Failed) ↓ 64.67(0.77) ↓ 70.04(0.45) ↓ 53.07(3.30) ↓ 21.89(1.71) ↓ 38.94(2.34) ↓ 15.03(3.74) ↓

Scaffold [27] 94.18(0.32) ↓ 10.00(Failed) ↓ 10.00(Failed) ↓ 71.92(0.17) ↑ 75.49(0.21) ↑ 21.46(1.75) ↓ 16.89(2.25) ↓ 18.07(0.04) ↓ 32.04(0.07) ↓

FedNTD [32] 96.97(0.27) ↑ 58.08(0.48) ↑ 63.16(1.02) ↑ 71.56(0.26) ↑ 74.91(0.33) ↑ 79.25(0.61) ↑ 50.22(3.71) ↑ 74.26(1.25) ↑ 44.55(1.95) ↑

FedSAM [54] 95.72(0.43) ↓ 36.14(1.21) ↓ 52.14(0.94) ↓ 64.83(0.56) ↓ 70.74(0.40) ↓ 13.27(2.78) ↓ 36.70(4.28) ↑ 66.64(3.76) ↑ 44.07(3.02) ↑

FedASAM [6] 96.60(0.10) ↑ 43.12(1.25) ↑ 57.00(0.30) ↑ 67.45(0.92) ↑ 73.91(0.51) ↑ 60.25(4.56) ↑ 36.93(4.60) ↑ 69.45(3.19) ↑ 42.73(2.35) ↑

FedSOL (Ours) 97.44(0.11) ↑ 60.01(0.30) ↑ 64.13(0.46) ↑ 71.94(0.57) ↑ 75.60(0.32) ↑ 83.92(0.29) ↑ 55.07(1.48) ↑ 78.88(0.46) ↑ 53.40(0.85) ↑

Learning Factors We examine the learning factors that
influence FedSOL’s performance in Figure 3. In our ex-
periments, FedSOL consistently surpasses FedAvg across
various factors, achieving its best performance within the ρ
range between 0.5 and 2.0. Most notably, FedSOL’s gains
increase as a smaller portion of clients participate in each
round. For example, FedAvg’s performance significantly
declines at a sampling ratio of 0.02, falling to near-random
accuracy. However, FedSOL remains robust under such
conditions. Further comparisons are in Appendix J.

Model Architecture We conduct further experiments us-
ing different model architectures: VggNet-11 [57], ResNet-
18 [21], and SL-ViT [33]. The results in Table 3 validate the
efficacy of FedSOL across various model architectures.

Proximal Losses We utilize KL-divergence as the prox-
imal loss in our primary experiments. However, Fed-
SOL is compatible with various other different proximal
objectives. Table 4 demonstrates the impact of integrat-
ing FedSOL with other proximal objectives: FedProx [37],
FedNova [63], Scaffold [27], FedDyn [2], and Moon [35].

Table 3. Comparison of methods on different model architectures.
The heterogeneity is set as LDA (α = 0.1).

Model Method CIFAR-10 SVNH PathMNIST

Vgg11

FedAvg 41.30±1.07 50.02±4.25 61.79±9.88

FedProx 40.45±1.41 31.07±6.72 63.47±2.68

FedNTD 60.55±2.14 56.62±2.64 69.82±2.27

FedSOL 56.39±1.40 74.74±0.04 78.38±1.12

Res18

FedAvg 49.92±0.62 76.98±2.90 57.91±1.27

FedProx 59.00±2.58 82.09±2.35 75.84±1.58

FedNTD 57.79±3.42 78.50±0.18 76.87±0.57

FedSOL 66.32±0.48 85.97±0.04 80.59±0.11

SL-ViT

FedAvg 35.48±2.09 53.94±5.17 72.44±1.91

FedProx 38.73±1.23 58.25±4.23 74.10±1.23

FedNTD 47.59±2.84 61.46±1.76 71.65±1.71

FedSOL 47.95±1.51 67.19±0.33 77.96±0.47

These methods are compared in two distinct scenarios: as
an auxiliary objective alongside the original local objective
following Equation 2 (Base), and as proximal perturbation
within FedSOL (Combined). The perturbation is applied to
the entire model, not just the head, to assess the overall ef-
fect of each proximal objective within FedSOL. The results
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Figure 3. Performance of FedAvg and FedSOL on CIFAR-10 (α=0.1) with various setups: (a) sampling ratio, (b) the number of local
epochs, (c) initial learning rate, and (d) perturbation strength. The error bars stand for the standard deviations.

show enhanced performance when combined with FedSOL.

Table 4. Comparison of proximal methods when combined with
FedSOL (ρ=2.0). The heterogeneity is set as LDA (α = 0.1).

Method CIFAR-10 SVHN CINIC-10
Base Combined Base Combined Base Combined

FedProx 59.80 63.93 ↑ 72.40 84.32 ↑ 40.09 55.25 ↑
FedNova 10.00 31.77 ↑ 53.07 79.95 ↑ 21.89 42.37 ↑
Scaffold 10.00 62.70 ↑ 21.46 77.52 ↑ 16.89 49.96 ↑
FedDyn 60.80 62.85 ↑ 78.15 79.43 ↑ 48.25 52.17 ↑
MOON 55.72 60.91 ↑ 29.67 76.82 ↑ 38.15 49.14 ↑

4.4. Ablation Study
Adaptive Perturbation Strength The effect of the adap-
tive perturbation is depicted in Figure 4. As shown in Fig-
ure 4(a), adaptive perturbation not only improve perfor-
mances but also reduces sensitivity to the selection of ρ.
Meanwhile, Figure 4(b) displays the average values for the
layer-wise scaling factor λ across the local models. The re-
sult highlights the increased deviation in the later layers, as
a consequence of the data heterogeneity.

Partial Perturbation The results in Table 5 reveal that
perturbing only the last classifier layer (Head in Table 5) is
sufficient for FedSOL. The performance reaches as high as
the full-model perturbation, yet the required computation
is considerably lower. Interestingly, perturbing all layers
except the head (Body in Table 5) incurs nearly the same
computational cost yet results in diminished performance,
highlighting the importance of the later layers. We conduct
further experiments on larger models in Appendix F and
discuss the local computational cost in Appendix I.

Figure 4. Effect of adaptive perturbation strength in CIFAR-10
(α=0.1). (a) Server test accuracy after 300 rounds. (b) Layer-
wisely averaged λ values of FedSOL (ρ = 1.0) at round 200.

Table 5. Effect of partial perturbation in FedSOL on CIFAR10
(α=0.1). The FLOPs shows relative computation w.r.t. FedAvg. δ
stands for the computation for the proximal loss.

Target Position Perturbation (ρ) FLOPs
0.0 0.5 1.0 1.5 2.0

All (full)
56.13

61.17 64.16 64.38 63.94 2× +δ

Body (partial) 60.98 62.95 63.94 63.80 1.96× +δ

Head (partial) 62.65 63.62 64.13 63.25 1.33× +δ

5. Analysis
Weight Divergence To assess the deviation of local learn-
ing from the global model, we measure the L2 distance be-
tween models: ∥wg − wk∥, where wg is the global model
and wk is the client k’s trained local model. Figure 5 shows
the results averaged across sampled clients. In Figure 5(a),
FedSOL effectively reduces the divergence, ensuring that
local models stay closely aligned with the global model. In
Figure 5(b), FedSOL also promotes increased consistency
among local models, reducing their mutual divergence.

Figure 5. Analysis on weight divergence in FedAvg and FedSOL
(ρ=2.0) on CIFAR-10 LDA (α=0.1). (a) shows global-local model
divergence, while (b) presents the divergence across local models.

Knowledge Preservation We examine the effect of Fed-
SOL on knowledge preservation during local learning. The
results in Figure 6 show performance on the global distri-
bution. As depicted in Figure 6, local models using Fe-
dAvg experience a significant drop in performance on the
global distribution after local learning. In contrast, FedSOL
maintains high performance on the global distribution, indi-
cating that its orthogonal learning approach effectively pre-
serves global knowledge. Further analysis of class-wise ac-
curacy for FedAvg and FedSOL server models is presented
in Figure 6(b). The results demonstrate that while FedAvg
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exhibits significant fluctuations and inconsistent class-wise
accuracy, FedSOL consistently maintains its class-wise ac-
curacy as communication proceeds.

Figure 6. Comparison of FedAvg (blue lines) and FedSOL (ρ=2.0)
(red lines) on CIFAR-10 (s=2). (a) learning curves for global and
local models. The shaded areas reflect standard deviation across
clients. (b) class-wise accuracy of the global model.

Smoothness of Loss Landscape It has been suggested
that models at flatter minima more easily preserve previous
knowledge after adapting to new distributions [5, 7, 13, 69].
In Figure 7, we visualize the loss landscapes [34] of global
models obtained from FedAvg, FedASAM, and FedSOL. In
these plots, each axis corresponds to one of the two domi-
nant eigenvectors (top-1 and top-2) of the Hessian matrix,
representing the directions of the most significant shifts in
the loss landscape. Along with each landscape, we include
the value of the dominant eigenvalue (λ1) and its ratio to the
fifth-largest eigenvalue (λ1/λ5), following the criteria used
in [19, 48]. The smaller ratio observed in FedSOL indicates
that variations in the loss are more evenly distributed across
different directions. These results demonstrate FedSOL’s
effectiveness in smoothing the loss landscape.

Figure 7. Loss landscape visualization of global model on CIFAR-
10 LDA (α=0.1). The λ1 and λ5 in each figure stand for the top-1
and top-5 eigenvalues of the Hessian matrix.

6. Related Work
Federated Learning (FL) Federated learning is a dis-
tributed learning paradigm to train models without directly
accessing private client data [29, 30]. The standard algo-
rithm, FedAvg [45], aggregates trained local models by av-
eraging their parameters. FedAvg ideally performs well
when all client devices are active and IID distributed [58,
67]. While various FL algorithms have been introduced,
they commonly conduct parameter averaging in a certain
manner [27, 32, 37, 73]. However, its performance sig-
nificantly degrades under heterogeneous data distributions

among clients [26, 38, 74]. Our work aims to address this
data heterogeneity issue by modifying the local learning.

Proximal Restriction in FL A prevalent strategy to ad-
dress data heterogeneity in FL involves introducing a proxi-
mal objective into local learning as an auxiliary loss [27, 32,
35, 37]. This approach aims to restrict the deviation of local
learning induced by the biased local distributions. For ex-
ample, FedProx [37] employs an L2 distance between mod-
els, while Scaffold [27] employs the estimated global direc-
tion as a control variate to adjust local gradients. However,
such proximal objectives may hinder the acquisition of new
knowledge during local learning due to conflicts with the
local objective [46, 54]. In our work, we leverage the prox-
imal objective for weight perturbation, thereby enabling lo-
cal learning to be orthogonal to the proximal objective.

Orthogonal Learning in CL In CL, many approaches
have adopted orthogonal learning, which align new task
gradients orthogonal to old task loss spaces [13, 18, 40, 55].
This typically involves retaining data or gradients as mem-
ory [9, 10]. In FL, few recent attempts have applied simi-
lar strategies [4, 41]. For example, FOT [4] uses a random
Gaussian matrix with SVD, and GradMA [41] employs gra-
dient memory and quadratic programming, both requiring
substantial computational resources. In our work, we use
the proximal objective to preserve knowledge and update
using a local gradient orthogonal to it. However, we ob-
serve that directly opposing the proximal gradient can ad-
versely affect performance, a finding that aligns with recent
CL research about the drawbacks of direct gradient projec-
tion [69, 75]. To address this, we propose FedSOL, which
implicitly finds the orthogonal local gradient.

7. Conclusion
In this study, we propose a novel FL algorithm, FedSOL.
Inspired by CL, FedSOL identifies the local gradient that is
orthogonal to the proximal gradient during local learning.
This orthogonal learning strategy helps to maintain previ-
ous global knowledge throughout the local learning process.
We conduct extensive experiments to validate the efficacy of
FedSOL and demonstrate its benefits in FL.
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