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Abstract

Unsupervised video object segmentation aims to segment
the most prominent object in a video sequence. However,
the existence of complex backgrounds and multiple fore-
ground objects make this task challenging. To address
this issue, we propose a guided slot attention network to
reinforce spatial structural information and obtain better
foreground-background separation. The foreground and
background slots, which are initialized with query guid-
ance, are iteratively refined based on interactions with tem-
plate information. Furthermore, to improve slot—template
interaction and effectively fuse global and local features
in the target and reference frames, K-nearest neighbors
filtering and a feature aggregation transformer are intro-
duced. The proposed model achieves state-of-the-art per-
Sformance on two popular datasets. Additionally, we demon-
strate the robustness of the proposed model in challeng-
ing scenes through various comparative experiments. Code
and models are available at https://github.com/
Hydragon516/GSANet.

1. Introduction

Video object segmentation (VOS) is a crucial task in com-
puter vision, which aims to segment objects in a video se-
quence frame by frame. VOS is used as preprocessing
for video captioning [27], optical flow estimation [2], au-
tonomous driving [1, 12, 17]. The VOS tasks can be di-
vided into semi-supervised and unsupervised approaches
depending on the availability of explicit target supervision.
In semi-supervised VOS, the model is provided with a seg-
mentation mask for the initial frame, and its objective is to
track and segment the specified object throughout the en-
tire video sequence. On the other hand, unsupervised VOS
requires the model to find and segment the most salient ob-
jects in the video sequence without any external guidance
or the initial frame mask. The unsupervised VOS is a more
challenging task as it involves searching for common ob-
jects that consistently appear in the input video and effec-
tively extracting their features.

(a) RGB (b) wio SA (©) w/ SA (d) w/ GSA (Ours)
Figure 1. (a) Input RGB image. (b) Activation map of baseline
encoder features. (c) Slot activation map of the existing slot atten-
tion method. (d) Slot activation map of the proposed guided slot
attention. When guided slot attention is applied to the encoder,
it surpasses the encoder’s own foreground extraction ability and
shows stronger performance than the previous slot attention even
in complex backgrounds.

Due to the difficulties of unsupervised VOS, deep-
learning-based unsupervised VOS models [3, 7, 9, 19, 22,
33, 35, 38] have recently been in the spotlight. In particu-
lar, many approaches [3, 7, 9, 38] integrate additional mo-
tion information such as optical flow with RGB appearance
information, which is motivated by the fact that the target
object generally exhibits distinctive motion. These methods
focus on how to properly fuse appearance and motion infor-
mation. These two types of information can mutually com-
plement each other and produce useful cues for prediction.
However, they suffer from the problem that they are overly
dependent on motion cues and overlook structural informa-
tion of a scene such as color, texture, and shape. In cases
where a scene has complex structures or quality of optical
flow maps is low, those methods cannot operate reliably.

To address these issues, we propose leveraging the slot
attention mechanism originally introduced in object-centric
learning. This mechanism enables the extraction of crucial
spatial structural information, which is necessary for dis-
tinguishing between foreground and background, from fea-
tures that are enriched with contextual information. The
reason why we focus on slot attention is shared intuition
between object-centric learning and unsupervised VOS that
both method aims to self-learn and segment the distinguish-
ing features of objects and backgrounds. In object cen-
tric learning, slot attention generates randomly initialized
empty slots and performs iterative multi-head attention with
input image features to store individual object and back-
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ground information for each slot. These stored individual
information of object and background in each slot provide
robust foreground and background discrimination capabili-
ties by capturing the unique characteristics and interactions
of individual objects and their contexts. This intuition of
discrimination can also be applied to unsupervised VOS
models to increase the capabilities for discriminating the
most salient object. However, the existing slot attention-
based image segmentation methods [14, 32, 39] have a sig-
nificant limitation in that they work well only on synthe-
sized images with uniform color and layout or objects that
are clearly distinguished by color and shape, or simple tex-
tures such as optical flow maps, and their performance is
degraded in complex real-world scenes. This limitation
arises for several reasons, including: 1) randomly initialized
slots are difficult to represent reasonable context in complex
scenes, 2) existing simple multi-head attention operations
lack robust feature discrimination capabilities, and 3) in the
presence of complex backgrounds and multiple similar ob-
jects, attention to all input features can act as noise.

To tackle this limitation, we propose a novel guided slot
attention network (GSA-Net) mechanism that uses guided
slots, feature aggregation transformer (FAT), and K-nearest
neighbors (KNN) filtering. The proposed model gener-
ates guided slots by embedding contextual information from
the target frame feature of encoder, which includes coarse
spatial structural information about foreground and back-
ground candidates. Our slot attention mechanism differs
from existing slot attention mechanisms that employ ran-
domly initialized empty slots as query features, and the pro-
posed method prevents the slots from being trained in the
wrong way during the initial stages of iterative multi-head
attention. Additionally, providing guidance information to
the slots allows the model to maintain robust context ex-
traction ability in complex real-world scenes. Furthermore,
our model extracts and aggregates global and local features
from the target frame and reference frames to use as the
key and value of GSA. To do this, we design FAT to cre-
ate features that effectively aggregate local and global fea-
tures. These features are iteratively attended with the guided
slots to progressively refine the spatial information of slots
by conveying rich contextual information. In this way, we
complement the simple multi-head attachment of previous
slot attentions to improve feature discrimination ability. In
particular, the proposed slot attention employs KNN filter-
ing to sample features close to the slot in the feature space,
sequentially transmitting useful information for slot recon-
struction. This stabilizes the slot refinement process in com-
plex scenes with many objects similar to the target object,
and helps generate precise reconstruction maps. In other
words, our slot attention gradually samples and uses input
features with high similarity to the target object, in contrast
to the existing methods that use all input features simultane-

ously. Figure 1 demonstrates that the proposed guided slot

attention maintains powerful foreground and background

separation ability even in challenging scenes.

Our method was evaluated on two widely-used datasets:
DAVIS-16 [20], FBMS [18]. These datasets consist of di-
verse and challenging scenarios, and our proposed model
achieves state-of-the-art performance on all three. Further-
more, through various ablation studies, we have demon-
strated the effectiveness of our model and shown that it can
achieve robust video object segmentation even in challeng-
ing sequences.

Our main contributions can be summarized as follows:

* We propose a novel guided slot attention mechanism
for unsupervised video object segmentation that utilizes
guided slots and KNN filtering to effectively separate
foreground and background spatial structural information
in complex scenes.

* The proposed model generates guided slots by embedding
coarse contextual information from the target frame and
extracts and aggregates global and local features from the
target and reference frames to refine the slots iteratively
with guided slot attention.

* The proposed method achieves state-of-the-art perfor-
mance on two popular datasets and demonstrates robust-
ness in challenging sequences through various ablation
studies.

2. Related Work

Unsupervised video object segmentation. MATNet [38]
proposes a motion-attentive transition model for unsuper-
vised video object segmentation. The model leverages mo-
tion information to guide the segmentation process and can
segment objects. RTNet [22] presents a method based on re-
ciprocal transformations. The propose method utilizes the
consistency of object appearance and motion between con-
secutive frames to segment objects in a video. FSNet [7]
introduces a full-duplex strategy for video object segmenta-
tion. The method uses a dual-path network to jointly model
both the appearance and motion of objects in a video and
can perform segmentation. AMC-Net [33] proposes a co-
attention gate that modulates the impacts of appearance and
motion cues. The model learns to attend to both motion
and appearance features to improve the accuracy of object
segmentation. TransportNet [35] utilizes transport theory to
model the consistency of object appearance and motion in
a video. HFAN [19] introduces a hierarchical feature align-
ment network that aligns features from different frames at
multiple scales to improve the accuracy of object segmen-
tation. In PMN [9], an prototype memory network is pre-
sented that utilizes a memory module to store and retrieve
prototypical object representations for segmentation. The
TMO [3] treats motion as an option and can perform seg-
mentation without relying on motion information.
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Figure 2. Overall structure of the proposed model. The proposed model consists of independent RGB encoder stream and optical flow
encoder stream, and one decoder for mask generation. For simplicity, optical flow stream is omitted in the figure.

Slot attention mechanism. The slot attention [14] was first
proposed for object-centric learning tasks. Object-centric
learning is a type of machine learning approach where the
focus is on the objects and their relationships within the
context of the task. This approach has been used in vari-
ous computer vision tasks, such as object detection, instance
segmentation, and scene understanding.

For example, Li er al. [11] propose a slot attention-
based classifier for transparent and accurate classification,
offering intuitive interpretation and positive or negative ex-
planations for each category controlled by a tailored loss.
Zoran et al. [41] present the model, a fully unsupervised
approach for segmenting and representing objects in 3D
visual scenes, which outperforms prior work through the
use of a recurrent slot-attention encoder and a fixed frame-
independent prior. Zhou et al. [39] present a unified end-to-
end framework for video panoptic segmentation by using
a video panoptic retriever to encode foreground instances
and background semantics in a spatiotemporal representa-
tion called panoptic slots.

3. Proposed Approach
3.1. Overall Architecture

Figure 2 shows the overall structure of the proposed GSA.
The proposed model uses one target frame image and Ng
reference frame images as inputs. First, the slot generator
generates foreground and background guidance slots from
the encoded target frame image feature. These slots con-
tain guidance information on the target foreground objects
and the background. In addition, GSA extracts local fea-
tures including detailed information of the target image us-
ing a local extractor and extracts global features of refer-
ence frames using a global extractor. We design an aggre-
gation transformer to integrate this information and effec-
tively merge the target frame features and reference frame

features. Finally, the model performs slot attention using
the aggregated features and guided slots. In this process,
the slots are carefully adjusted by the merged features based
on the KNN algorithm. As a result, the slots contain differ-
ent feature information for accurate mask generation. Note
that the proposed model has the same optical flow stream as
the RGB image stream and this process is omitted in Fig-
ure 2. The features generated from the RGB image and op-
tical flow are concatenated in one decoder.

3.2. Slot Generator

Figure 3 (a) shows the architecture of slot generator. First,
the slot generator compresses the channels of the embed-
ded target image feature X € RE*H*W througha 1 x 1
convolutional layer to create Xg € RNsxHXW where Ng
is the number of slots. Next, slot generator applies a pixel-
wise softmax operation to generate Mg € RNs*HxW p
other words, it performs a softmax operation in the channel
direction for each pixel coordinate of Xg. Therefore, if we
define the i-th channel of Xg and Mg as XiS € RIXHxW
and M € RUXHXW regpectively, then this process is ex-
pressed as follows:

. X8 0x.y)
MS(XQ’) - Zi\isl 6Xis(x1y) ’ (D
where (x,y) are the pixel coordinates and ¢ = 1,2, ..., Ng.
Please note that Ng = 2 because we create one slot for
foreground and one slot for background. Then, we perform
a global weighted average pooling (GWAP) [21] operation
between Mks and Xy, € RELXHXW o extract features
from these feature areas, creating guided slots PL € Rx,
where X7y, is the target image feature embedded in the lo-
cal extractor. In other words, ls = GWAP (XL, M‘s) is

expressed as follows:
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Figure 3. The structure of the (a) slot generator, (b) local extrac-
tor, and (c) global extractor. The slot generator creates guided
slots that store important features for mask generation. The lo-
cal extractor utilizes the K-means clustering algorithm to generate
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each region. The global extractor generates soft object regions for
the scene through channel-wise softmax operations and extracts
global features using these regions.
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As a result, the slot generator creates a guided slot block
Ps € RNs*CL. Through this process, slot generator ini-
tializes the slots with useful features for final mask genera-
tion, using them as a guide. Therefore, unlike the previous
slot attention method using randomly initialized slots, it is
possible to create a robust and accurate mask for the object.
In particular, we demonstrate in Section 4.6 that each slot
after model training contains information about the fore-
ground and background.

)

i
S

3.3. Local & Global Extractor

Figure 3 (b) and (c) show the structure of the proposed lo-
cal extractor and global extractor, respectively. We use one
target frame and several reference frames for training. The
local extractor aims to extract detailed information of the
target frame by spatially partitioning the features through
feature-level k-means clustering [4]. In addition, the global
extractor generates soft object regions for each foreground
object and background within the reference frames and ex-
tracts global information using these regions, taking advan-
tage of the large amount of information.

As shown in Figure 3 (b), the proposed local extrac-
tor performs k-means clustering on Xy, at the pixel level
to generate D clustering masks M¢ € RIH*XW where
d = 1,2,...,D. Each mask is used to perform global
weighted average pooling on Xy, to generate D local fea-
tures P{ € RO = GWAP (Xr,M§). As a result, the
local extractor creates a local feature block Py, € RP*Cr,

The structure of the global extractor, as shown in Fig-
ure 3 (c). First, the global extractor uses the embedded fea-
ture Xg, € REG*HXW of the t-th reference frame feature
Xg, € REXHXW aqinput, where t = 1,2, ..., Ng and Np
is the number of reference frames. Next, MjGt € RIXHXW
are generated from X, through a channel-wise softmax
operation, where j = 1,2, ..., Cs. This process is expressed
as follows:

J
Xy y)
H wooxi ’
Doom1 Dy=1 € Celxw)

and through this process, soft object regions are gener-
ated. According to [34], because each channel of Xg, is
generated from the convolutional kernel of a trained en-
coder, MJG.; contains approximate areas for background
or foreground objects. Finally, the global extractor gener-
ates global features PJGt € R through GWAP operation,
similar to the slot generator and the local extractor. As a

result, the global extractor creates a global feature block
PG c RNRX(CG XCG).

3)

J _
MG: (xy)

3.4. Feature Aggregation Transformer

The FAT aims to generate useful features for target object
mask by effectively aggregating the extracted local feature
block Py, and global feature block Pg. As we have ex-
tracted global features from multiple reference frames, it
is important to establish the relationship between the fea-
tures of the reference frames. Therefore, we use atten-
tive pooling [6] to consider the relationship between global
features of reference frames. Through attentive pooling,
intra-frame feature P, , . € RV2*C¢ is generated from
Pg. The part (a) in Figure 4, follows a standard atten-
tion structure [26] Atin (Q, K, V) based on queries @, keys
K, and values V. We use individual three multi-layer per-
ceptron layers (MLPs) to generate Py, € RP*YL and
Pr, € RP*YL  which correspond to the key and value,
respectively, from Py, and generate Pg, € RN#*Cc,
which corresponds to the query, from Pg, ... Finally, part
(a) uses a standard transformer block composed of multi-
head attention (MHA) and feed-forward network (FFN)
to generate global to local feature Pgy, € RVzxCa
FFN (MHA (Attn (PGQ,PLK, PLV))). The part (b) in
Figure 4 has a similar configuration to the part (a). Part (b)
creates a query Pr, € RP*CL from the local feature Py,
and creates Pgr,, € RV:*% and Pgr, € RVrxCo,
which are keys and values from Pg,, to perform atten-
tion. Also, like part (a), it creates an aggregated feature
Py € RPXCr using MHA and FFN. As a result, P A in-
cludes the features that have been integrated through local
information of the target frame and global information of
the reference frames.
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Figure 4. The structure of FAT and GSA. FAT uses attentive pooling to generate intra-frame features from the global features of reference
frames and a transformer block to generate global to local features. GSA uses guided slots to provide initial information for foreground
and background discrimination, selects the nearest features to each slot from the aggregated features using the KNN algorithm, and applies
an iterative attention mechanism to update the slots. FAT and GSA aim to generate useful features for target object mask reconstruction
and improve foreground and background discrimination in slot attention.

3.5. Guided Slot Attention

The proposed guided slot attention is conceptually simi-
lar to previous methods as it is inspired by previous meth-
ods [11, 14, 39]. However, as shown in Figure 4, the pro-
posed slot attention has several structural improvements.

First, as mentioned in Section 3.2, the proposed slot at-
tention uses guided slots Pg generated from the slot gener-
ator. This is in contrast to previous slot attention methods
that used randomly initialized empty slots. The proposed
model provides initial guidance information for foreground
and background discrimination by using Pg. As a result,
this leads to slots containing more accurate foreground and
background features.

Second, N nearest features Pg in the feature space to
each slot are selected from the aggregated features P o us-
ing the K-nearest neighbors (KNN) algorithm, where n =
1,2, ..., N. It aims to refine the features that perform the at-
tention operation with slots to minimize noise and stabilize
learning during the attention process. On the other hand,
previous slot attention computes the attention between slots
and all input features. This solves the well-known problem
of previous methods, where complex scenes such as many
similar objects act as noise, resulting in poor performance.

Finally, the proposed model uses an iterative atten-
tion mechanism for updating slots similar to the previous
work [14], but we apply the FAT described in Section 3.4.
The FAT performs attention between the guided slot and se-
lected features Pg € RNs*N*CL and updates the guided
slot. Pg is applied attentive pooling to generate Pg, , €
RNs*CL By the attentive pooling, this process establishes

the relationship between features that have the same simi-
larity. Guided slot attention generates the final refined slot
Ps, € R¥sXCL for foreground and background by repeat-
ing these three processes 1" times: KNN filtering, attention
using FAT, and slot update. This relational context informa-
tion effectively integrates slots and close features through
FAT, resulting in updated slots that contain more accurate
foreground and background information.

3.6. Slot Decoder

As shown in Figure 2, after guided slot attention, the model
gets aggregated features P 5 and refined slots Pg_ for fore-
ground and background. In object-centric learning tasks,
slot attention [14] uses an autoencoder-based slot decoder
for unsupervised image segmentation. However, for unsu-
pervised video object segmentation, since we have access
to ground truth masks for the target object, we design a
new slot decoder based on cosine similarity of the slots.
We compute the pixel-wise cosine similarity between the
encoder feature and the features. The RGB stream corre-
lation map CMRgrggp € [—1,1](M+NS)XHXW generated
from Xy,, P a, and Pg, is expressed as follows:

CMA(x,y):{ uboy) PR }m,

XL y)[ PR
XL(Xay) PlSr
XeGey)[TPET S

CMRgga(x,y) = concat (CMa (x,y), CMs, (x,y)),
4

CMSr (X7 y) =

)
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Table 1. Quantitative evaluation on the DAVIS-16 [20] and FBMS [18]. OF and PP indicate the use of optical flow estimation models
and post-processing techniques, respectively. In addition, * symbol indicates that test time augmentation is applied in the same way as the

evaluation method of HFAN [19].

DAVIS-16 FBMS
Method Publication backbone Resolution OF PP FPS [V TIM Fm IM
MATNet [38] AAAT20 ResNet101 473x473 v v 20.0 81.6 82.4 80.7 76.1
WCS-Net [36] ECCV’20 EfficientNetV2  320x320 33.3 81.5 82.2 80.7 -
DFNet [37] ECCV’20 DeepLabV3 - v 3.57 82.6 83.4 81.8 -
F2Net [13] AAAT21 DeepLabV3 473x473 10.0 83.7 83.1 84.4 71.5
RTNet [22] CVPR’21 ResNet101 384 %672 v v - 85.2 85.6 84.7 -
FSNet [7] ICCV’21 ResNet50 352x352 v v 12.5 83.3 83.4 83.1 -
TransportNet [35] ICCV’21 ResNet101 512x512 v 12.5 84.8 84.5 85.0 78.7
AMC-Net [33] ICCV’21 ResNet101 384 %384 v v 17.5 84.6 84.5 84.6 76.5
IMP [10] AAAT22 ResNet50 - 1.79 85.6 84.5 86.7 77.5
HFAN [19] ECCV’22 ResNet101 512x512 v 19.0 87.0 86.6 87.3 -
HFAN* [19] ECCV’22 ResNet101 512x512 v 2.5 87.6 87.3 87.9 -
HFAN [19] ECCV’22 MiT-b2 512x512 v 18.4 87.5 86.8 88.2 -
HFAN* [19] ECCV’22 MiT-b2 512x512 v 2.9 88.7 88.0 89.3 -
PMN [9] WACV’23 VGG16 352x%x352 v - 85.9 85.4 86.4 77.7
TMO [3] WACV’23 ResNet101 384 %384 v 43.2 86.1 85.6 86.6 79.9
OAST [24] ICCV’23 MiT-b2 512x512 v - 87.0 86.6 87.4 83.0
Ours ResNet101 512x512 v 41.5 87.7 87.0 88.4 79.2
Ours* ResNet101 512x512 v 4.5 88.4 87.9 89.0 80.8
Ours MiT-b2 512x512 v 38.2 88.2 87.4 87.4 82.3
Ours* MiT-b2 512x512 v 4.1 88.9 88.3 89.6 83.1
where m = 1,2,..,M and v = 1,2,..,Ng. Also, 4. Experiments

concat (.) is the channel concatenation operator. Note
that since we have independent encoder and slot attention
streams for RGB image and optical flow map, CMggg for
RGB and CMpy1,ow for optical flow are created. Finally,
The two generated CMpgrgp and CMpr,ow are concate-
nated and passed to a CNN-based decoder to generate the
final prediction mask.

3.7. Objective Function

We use sum of IOU loss and weighted binary cross-entropy
loss as objective functions, which are often used in salient
object detection tasks [29, 40]. This loss function helps as-
sign more weight to the hard case pixels. The overall loss
function is expressed as follows:

K
L= w[Giln(Py) + (1 - Gi)In (1 — Py)],
k=1
@)

where w = o |Pyx — G| and k is pixel coordinate. Also G
and P are ground truth maps and prediction maps, respec-
tively and Lot = Liou + LV

bee*

4.1. Datasets

In this research, we use three datasets for network train-
ing: DUTS [28], DAVIS-16 [20], and YouTube-VOS [31],
and two datasets for network testing: DAVIS-16 [20],
FBMS [18]. The most widely used dataset is DAVIS 2016,
which includes 30 training videos and 30 validation videos,
and the performance of our unsupervised VOS network is
primarily evaluated on the validation set of DAVIS-16 [20].
FBMS [18] is also commonly used datasets to validate the
performance of VOS models.

4.2. Evaluation Metrics

In this study, we use three evaluation metrics to assess the
performance of our method: region similarity (), bound-
ary accuracy (F), and their average (G). The calculation of
J and F is as follows:

GNP
GuUP

2 x Precision x Recall
F = — ,  (6)
Precision + Recall

-

where Precision = > PN G/) P and Recall= > PN
G/> G.

4.3. Model Training

Our model is trained in three steps, following the methodol-
ogy of previous works [7, 9, 13, 16, 22]. Firstly, we utilize
a well-known saliency dataset, DUTS [28], to pretrain the
model and prevent overfitting. As the DUTS [28] dataset
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Figure 5. Qualitative comparison between our GSA-Net and other state-of-the-art methods.

does not contain optical flow maps, only the RGB encoders
and decoders of the RGB stream are pretrained. Secondly,
the pretrained parameters of the RGB stream are applied
equally to the optical flow stream. Lastly, the entire model
is fine-tuned with the training set of the DAVIS-16 [20] and
YouTube-VOS [31] dataset. we regard them as a single ob-
ject to obtain binary ground truth masks. The optical flow
map required for training is generated using RAFT [25], a
pre-trained optical flow estimation model.

4.4. Implementation Details

In this paper, we set the clustering count M of the local fea-
ture extractor to 64, the number of reference frames Np to
3, and the number of KNN-filtered samples N in GSA to
16. In particular, we randomly sample the reference frames
during the training phase and uniformly sample them dur-
ing the testing phase. In addition, the number of training
and testing time iterations for slot attention 7" is set to 3,
the same as in [14]. All RGB images optical flow maps
are uniformly resized to 384 x 384 pixels for both training
and inference. The Adam optimizer [8] is used for network
training and fine-tuning with hyperparameters 81 = 0.9,
Bz = 0.999, and € = 10~%. The learning rate decreases
from 10~ to 10~° using a cosine annealing scheduler [15].
The total number of epochs is set to 200, with a batch size
of 12. The experiments are conducted on a two NVIDIA
RTX 3090 GPUs and are implemented using the PyTorch
deep-learning framework.

4.5. Results

Quantitative results. Table |1 shows the quantitative re-
sults of the proposed GSA-Net. Our model is evaluated on

the RenNet101 [5] and MiT-b2 [30] backbone encoders, re-
spectively. In most conventional Unsupervised VOS meth-
ods, single-scale testing without applying test time augmen-
tation is employed. However, for a fair comparison with
HFAN [19], we include the results of applying multi-scale
testing with test time augmentation. As shown in the ta-
ble, our method achieves state-of-the-art performance on
both challenging datasets. In particular, compared to the
HFAN [19] with 512 x 512 resolution, the proposed GSA-
Net shows comparable performance achieving faster FPS
and higher performance. In contrast to the DAVIS-16 [20],
the FBMS [18] includes both single-object and multi-object
scenarios. Remarkably, even in these more complex sce-
narios, our proposed method, outperforms all other existing
approaches with a significant margin. This result showcases
the robustness of GSA-Net for handling videos with multi-
ple objects.

Qualitative results. We compared the performance of our
proposed model, GSA-Net, with two state-of-the-art mod-
els, HFAN [19] and TMO [3], using the DAVIS-16 [20]
dataset. The results, presented in Figure 5, demonstrate
that GSA-Net outperforms both HFAN and TMO in various
challenging video sequences. Specifically, GSA-Net shows
robustness in complex background situations with many ob-
jects that are similar in appearance to the target object, as
demonstrated in the Breakdance sequence. In addition, the
GSA-Net model is capable of consistent feature extraction
even with extreme scale changes of the objects, as shown in
the Motocross-Jump sequence. Overall, these results sug-
gest that GSA-Net is a promising approach for object track-
ing in challenging video sequences.
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Table 2. Performance with different combinations of our contri-
butions on the DAVIS-16 [20] dataset. (a) is the baseline model,
GS stands for guided slots, KNN stands for KNN filtering, and SA
stands for slot attention. If GS is disabled, randomly initialized
slots are used, and if FAT is disabled, the standard transformer
structure of [14] is used.

Index Method DAVIS-16 FBMS

GS KNN SA TFAT | Ou Jm Fum | Im
@) 837 833 84.1| 76.1
(b) v 84.1 838 842 | 763
© | v v 86.1 858 864 | 784
) VR 849 846 852 | 775
© |v v v 86.5 867 865 | 789
® | v v v v |87 8.0 884 792

Random Initialized Slots
A

Guided Slots
A

Flow RGB

RGB

Flow
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Figure 6. Visualization of similarity maps for final foreground
(FG) and background (BG) slots depending on the use of guided
slots. Evaluation is performed on both RGB images and optical
flow maps.

4.6. Ablation Analysis

This section includes various ablation experiments on the
proposed model. All experiments are evaluated at the same
512 x 512 image resolution as the ResNet101 [23] back-
bone.

Effect of guided slots. Table 2 (b), (c) and Figure 6 demon-
strate the effect of the proposed guided slots. Using the slots
generated by the proposed slot generator, as opposed to the
existing method with randomly initialized slots, shows sig-
nificant performance improvement in all evaluation metrics.
Particularly, Figure 6 shows the final refined foreground and
background slot masks when using both randomly initial-
ized slots and guided slots, which exhibits strong target ob-
ject discrimination ability in complex RGB images contain-
ing multiple objects.

Effect of KNN filtering and FAT. Table 2 (d), (e), and (f)
demonstrate the effectiveness of the proposed KNN filter-
ing and FAT, both of which show significant performance
improvements across all evaluation metrics. In particu-
lar, FAT exhibits robust mask accuracy by effectively in-
tegrating local information from the target frame and global
information from reference frames, compared to standard
transformer blocks. Furthermore, KNN filtering shows a

86.5

- o----- o----- -
86.0 ——__.,' [NV Ammmmm Ao e N
85.5 - _ k-7
/A_-—'
85.0 .
o .
Qeas t 7,0
@ ‘L, -A-7
8.0 ¢ ,/ M
4 - -
83.5 - Fyr
83.0 s . " . . —
[ 1 2 3 4 5 6

T
Figure 7. Comparison of performance characteristics with the

number of iterations 7" on the DAVIS-16 [20] dataset.

RGB
Figure 8. Visualization of foreground slot similarity maps with the
number of iterations 7'.

high performance improvement in FBMS with multiple tar-
get objects, demonstrating that by sampling features, it
can effectively extract generalized features for multi-objects
through slot attention.

Effect of number of testing time iterations. Figure 7 and 8
illustrates how the performance changes according to the
iteration number 7" of the proposed guided slot attention
during the model’s test stage. Proposed guided slot atten-
tion improves the quality of refined slot masks as attention
mechanism is iteratively applied. Notably, the proposed
method exhibits performance improvements up to three iter-
ations, beyond which no significant changes in performance
are observed. This suggests that the slots have been suffi-
ciently refined through KNN filtering and FAT. As the num-
ber of iterations increases, the inference time of the model
also increases, so T’ = 3 is considered the most optimal.

5. Conclusion

We proposed a novel guided slot attention mechanism for
unsupervised VOS. Our model generates guided slots by
embedding coarse contextual information from the target
frame, which allows for effective differentiation of fore-
ground and background in complex scenes. We designed
the FAT to create features that effectively aggregate local
and global features. The proposed slot attention employs
KNN filtering to sample features close to the slot for more
accurate segmentation. Experimental results show that our
method outperforms existing state-of-the-art methods.
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