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Figure 1. Some results of the proposed DiffusionGAN3D on different tasks.

Abstract
Text-guided domain adaptation and generation of 3D-

aware portraits find many applications in various fields.
However, due to the lack of training data and the challenges
in handling the high variety of geometry and appearance,
the existing methods for these tasks suffer from issues like
inflexibility, instability, and low fidelity. In this paper, we
propose a novel framework DiffusionGAN3D, which boosts
text-guided 3D domain adaptation and generation by com-
bining 3D GANs and diffusion priors. Specifically, we in-
tegrate the pre-trained 3D generative models (e.g., EG3D)
and text-to-image diffusion models. The former provides a
strong foundation for stable and high-quality avatar gen-
eration from text. And the diffusion models in turn offer
powerful priors and guide the 3D generator finetuning with
informative direction to achieve flexible and efficient text-
guided domain adaptation. To enhance the diversity in do-
main adaptation and the generation capability in text-to-
avatar, we introduce the relative distance loss and case-
specific learnable triplane respectively. Besides, we design
a progressive texture refinement module to improve the tex-

ture quality for both tasks above. Extensive experiments
demonstrate that the proposed framework achieves excel-
lent results in both domain adaptation and text-to-avatar
tasks, outperforming existing methods in terms of gener-
ation quality and efficiency. The project homepage is at
https://younglbw.github.io/DiffusionGAN3D-homepage/.

1. Introduction
3D portrait generation and stylization find a vast range
of applications in many scenarios, such as games, adver-
tisements, and film production. While extensive works
[4, 7, 9, 17] yield impressive results on realistic portrait gen-
eration, the performance on generating stylized, artistic, and
text-guided 3D avatars is still unsatisfying due to the lack
of 3D training data and the difficulties in modeling highly
variable geometry and texture.

Some works [2, 25, 26, 47, 51, 53, 56] perform transfer
learning on a pre-trained 3D GAN generator to achieve 3D
stylization, which relies on a large number of stylized im-
ages and strictly aligned camera poses for training. [2, 47]
leverage existing 2D-GAN trained on a specific domain to
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synthesize training data and implement finetuning with ad-
versarial loss. In contrast, [25, 26, 51] utilize text-to-image
diffusion models to generate training datasets in the target
domain. This enables more flexible style transferring but
also brings problems like pose bias, tedious data processing,
and heavy computation costs. Unlike these adversarial fine-
tuning based methods, StyleGAN-Fusion [48] adopts SDS
[37] loss as guidance of text-guided adaptation of 2D and
3D generators, which gives a simple yet effective way to
fulfill domain adaptation. However, it also suffers from lim-
ited diversity and suboptimal text-image correspondence.

The recently proposed Score Distillation Sampling
(SDS) algorithm [37] exhibits impressive performance in
text-guided 3D generation. Introducing diffusion priors
into the texture and geometry modeling notably reduces
the training cost and offers powerful 3D generation ability.
However, it also leads to issues like unrealistic appearance
and Janus (multi-face) problems. Following [37], massive
works [5, 21, 27, 30, 49, 50, 52] have been proposed to en-
hance the generation quality and stability. Nevertheless, the
robustness and visual quality of the generated model are still
far less than the current generated 2D images.

Based on the observations above, we propose a novel
two-stage framework DiffusionGAN3D to boost the perfor-
mance of 3D domain adaptation and text-to-avatar tasks by
combining 3D generative models and diffusion priors, as
shown in Fig. 2. For the text-guided 3D Domain Adapta-
tion task, we first leverage diffusion models and adopt SDS
loss to finetune a pre-trained EG3D-based model [4, 7, 9]
with random noise input and camera views. The relative
distance loss is introduced to deal with the loss of diver-
sity caused by the SDS technique. Additionally, we design
a diffusion-guided reconstruction loss to adapt the frame-
work to local editing scenarios. Then, we extend the frame-
work to Text-to-Avatar task by finetuning 3D GANs with
a fixed latent code that is obtained guided by CLIP [38]
model. During optimization, a case-specific learnable tri-
plane is introduced to strengthen the generation capability
of the network. To sum up, in our framework, the diffu-
sion models offer powerful text-image priors, which guide
the domain adaptation of the 3D generator with informative
direction in a flexible and efficient way. In turn, 3D GANs
provide a strong foundation for text-to-avatar, enabling sta-
ble and high-quality avatar generation. Last but not least,
taking advantage of the powerful 2D synthesis capability of
diffusion models, we propose a Progressive Texture Re-
finement module as the second stage for these two tasks
above, which significantly enhances the texture quality. Ex-
tensive experiments demonstrate that our method exhibits
excellent performance in terms of generation quality and
stability on 3D domain adaptation and text-to-avtar tasks,
as shown in Fig. 1.

Our main contributions are as follows:

(A) We achieve text-guided 3D domain adaptation in high
quality and diversity by combining 3D GANs and diffusion
priors with the assistance of the relative distance loss.
(B) We adapt the framework to a local editing scenario by
designing a diffusion-guided reconstruction loss.
(C) We achieve high-quality text-to-avatar in superior per-
formance and stability by introducing the case-specific
learnable triplane.
(D) We propose a novel progressive texture refinement
stage, which fully exploits the image generation capabilities
of the diffusion models and greatly enhances the quality of
texture generated above.

2. Related Work
Domain Adaptation of 3D GANs. The advancements in
3D generative models [4, 6, 7, 9, 11, 13, 14, 29, 35, 45] have
enabled geometry-aware and pose-controlled image genera-
tion. Especially, EG3D [7] utilizes triplane as 3D represen-
tation and integrates StyleGAN2 [24] generator with neural
rendering [33] to achieve high-quality 3D shapes and view-
consistency image synthesis, which facilitates the down-
stream applications such as 3D stylization, GAN inversion
[28]. Several works [2, 22, 53, 56] achieve 3D domain
adaptation by utilizing stylized 2D generator to synthesize
training images or distilling knowledge from it. In con-
trast, [25, 26, 51] leverage the powerful diffusion models to
generate training datasets in the target domain and accom-
plish text-guided 3D domain adaptation with great perfor-
mance. Though achieving impressive results, these adver-
sarial learning based methods above suffer from issues such
as pose bias, tedious data processing, and heavy compu-
tation cost. Recently, non-adversarial finetuining methods
[3, 12, 48] also exhibit great promise in text-guided domain
adaptation. Especially, StyleGAN-Fusion [48] adopts SDS
loss as guidance for the adaptation of 2D generators and
3D generators. It achieves efficient and flexible text-guided
domain adaptation but also faces the problems of limited
diversity and suboptimal text-image correspondence.
Text-to-3D Generation. In recent years, text-guided 2D
image synthesis [10, 41–43, 55] achieve significant progress
and provide a foundation for 3D generation. Prior works,
including CLIP-forge [44], CLIP-Mesh [34], and Dream-
Fields [20], employ CLIP [38] as guidance to optimize 3D
representations such as meshes and NeRF [33]. DreamFu-
sion [37] first proposes score distillation sampling (SDS)
loss to utilize a pre-trained text-to-image diffusion model
to guide the training of NeRF. It is a pioneering work and
exhibits great promise in text-to-3d generation, but also
suffers from over-saturation, over-smoothing, and Janus
(multi-face) problem. Subsequently, extensive improve-
ments [30, 39, 49, 50] over DreamFusion have been in-
troduced to address these issues. ProlificDreamer [50]
proposes variational score distillation (VSD) and produces
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Figure 2. Overview of the proposed two-stage framework DiffusionGAN3D.

high-fidelity texture results. Magic3D [30] adopts a coarse-
to-fine strategy and utilizes DMTET [46] as the 3D rep-
resentation to implement texture refinement through SDS
loss. Despite yielding impressive progress, the appearance
of their results is still unsatisfying, existing issues such as
noise [50], lack of details [30, 49], multi-view inconsistency
[8, 40]. Moreover, these methods still face the problem
of insufficient robustness and incorrect geometry. When it
comes to avatar generation, these shortcomings can be more
obvious and unacceptable.
Text-to-Avatar Generation. To handle 3D avatar genera-
tion from text, extensive approaches [5, 18, 19, 21, 27, 54]
have been proposed. Avatar-CLIP [18] sets the founda-
tion by initializing human geometry with a shape VAE
and employing CLIP to guide geometry and texture model-
ing. DreamAvatar [5] and AvatarCraft [21] fulfill robust 3D
avatar creation by integrating the human parametric model
SMPL [31] with pre-trained text-to-image diffusion mod-
els. DreamHuman [27] further introduces a camera zoom-
in strategy to refine the local details of 6 important body
regions. Recently, AvatarVerse [52] and a concurrent work
[36] employ DensePose-conditioned ControlNet [55] for
SDS guidance to realize more stable avatar creation and
pose control. Although these methods exhibit quite decent
results, weak SDS guidance still hampers their performance
in multi-view consistency and texture fidelity.

3. Methods
In this section, we present DiffusionGAN3D, which boosts
the performance of 3D domain adaptation and text-to-avatar

by combining and taking advantage of 3D GANs and diffu-
sion priors. Fig. 2 illustrates the overview of our frame-
work. After introducing some preliminaries (Sec. 3.1), we
first elaborate our designs in diffusion-guided 3D domain
adaptation (Sec. 3.2) , where we propose a relative dis-
tance loss to resolve the problem of diversity loss caused by
SDS. Then we extend this architecture and introduce a case-
specific learnable triplane to fulfill 3D-GAN based text-to-
avatar (Sec. 3.3). Finally, we design a novel progressive
texture refinement stage (Sec. 3.4) to improve the detail and
authenticity of the texture generated above.

3.1. Preliminaries

EG3D [7] is a SOTA 3D generative model, which employ
triplane as 3D representation and integrate StyleGAN2 [24]
generator with neural rendering [33] to achieve high quality
3D shapes and pose-controlled image synthesis. It is com-
posed of (1) a mapping network that projects the input noise
to the latent space W , (2) a triplane generator that synthe-
sizes the triplane with the latent code as input, and (3) a
decoder that includes a triplane decoder, volume rendering
module and super-resolution module in sequence. Given a
triplane and camera poses as input, the decoder generates
high-resolution images with view consistency.
Score Distillation Sampling (SDS), proposed by Dream-
Fusion [7], utilizes a pre-trained diffusion model ϵϕ as prior
for optimization of a 3D representation θ. Given an image
x = g(θ) that is rendered from a differentiable model g, we
add random noise ϵ on x at noise level t to obtain a noisy
image zt. The SDS loss then optimizes θ by minimizing
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the difference between the predicted noise ϵϕ(zt;y, t) and
the added noise ϵ, which can be presented as:

∇θLSDS(ϕ, gθ) = Et,ϵ

[
wt (ϵϕ(zt;y, t)− ϵ)

∂x

∂θ

]
, (1)

where y indicates the text prompt and wt denotes a weight-
ing function that depends on the noise level t.

3.2. Diffusion-Guided 3D Domain Adaptation

Due to the difficulties in obtaining high-quality pose-aware
data and model training, adversarial learning methods for
3D domain adaptation mostly suffer from the issues of te-
dious data processing and mode collapse. To address that,
we leverage diffusion models and adopt the SDS loss to im-
plement transfer learning on an EG3D-based 3D GAN to
achieve efficient 3D domain adaptation, as shown in Fig. 2.

Given a style code w generated from noise z ∼ N(0, 1)
through the fixed mapping network, we can obtain the tri-
plane T and the image x rendered in a view controlled by
the input camera parameters c using the triplane generator
and decoder in sequence. Then SDS loss (Sec. 3.1) is ap-
plied on x to finetune the network. Different from Dream-
Fusion which optimizes a NeRF network to implement sin-
gle object generation, we shift the 3D generator with ran-
dom noise and camera pose to achieve domain adaptation
guided by text y. During optimization, all parameters of
the framework are frozen except the triplane generator. We
find that the gradient provided by SDS loss is unstable and
can be harmful to some other well-trained modules such as
the super-resolution module. Besides, freezing the mapping
network ensures that the latent code w lies in the same do-
main during training, which is a crucial feature that can be
utilized in the diversity preserving of the 3D generator.
Relative Distance Loss. The SDS loss provides diffusion
priors and achieves text-guided domain adaptation of 3D
GAN in an efficient way. However, it also brings the prob-
lem of diversity loss as illustrated in [48]. To deal with that,
[48] proposes the directional regularizer to regularize the
generator optimization process, which improves the diver-
sity to a certain extent. However, it also limits the domain
shifting, facing a trade-off between diversity and the degree
of style transfer. To address this, we propose a relative dis-
tance loss. As shown in Fig. 3, considering two style codes
wi and wj which are mapping from two different noise zi
and zj , we project them into the original triplane domain
(T ′

i , T ′
j ) and the finetuned one (Ti, Tj) using a frozen tri-

plane generator Gfrozen and the finetuned triplane genera-
tor Gtrain, respectively. Note that, since the mapping net-
work is frozen during training in our framework, Ti and T ′

i

(same for Tj and T ′
j ) share the same latent code and ought

to be close in context. Thus, we model the relative distance
of these two samples in triplane space and formulate the
relative distance loss Ldis as:

Original triplane space New triplane space
𝑤!

𝑤"

𝑇!

𝑇"

𝑇"#

𝑇!#

𝐺$%&'()
𝐺*%+!)

transfer

Figure 3. An illustration of the relative distance loss.

Ldis = abs(
||T ′

i − T ′
j ||2

||Ti − Tj ||2
− 1). (2)

In this function, guided by the original network, the sam-
ples in the triplane space are forced to maintain distance
from each other. This prevents the generator from collaps-
ing to a fixed output pattern. Note that it only regularizes
the relative distance between different samples while per-
forming no limitation to the transfer of the triplane domain
itself. Extensive experiments in Sec. 4 demonstrate that the
proposed relative distance loss effectively improves the gen-
eration diversity without impairing the degree of stylization.
Diffusion-guided Reconstruction Loss. Despite the com-
bination of SDS loss and the proposed relative distance loss
is adequate for most domain adaptation tasks, it still fails
to handle the local editing scenarios. A naive solution is
to perform reconstruction loss between the rendered image
and the one from the frozen network. However, it will also
inhibit translation of the target region. Accordingly, we
propose a diffusion-guided reconstruction loss especially
for local editing, which aims to preserve non-target regions
while performing 3D editing on the target region. We found
that the gradient of SDS loss has a certain correlation with
the target area, especially when the noise level t is large, as
shown in Fig. 4. To this end, we design a diffusion-guided
reconstruction loss Ldiff that can be presented as:

γ = abs(wt(ϵϕ(zt;y, t)− ϵ)), (3)

Ldiff = t||(x− x′)⊙
[
J − h(

γ

max(γ)
)

]
||2, (4)

where γ is the absolute value of the gradient item in Eq. 1, h
represents the averaging operation in the feature dimension,
J is the matrix of ones having the same spatial dimensions
as the output of h, x′ denotes the output image of the frozen
network under the same noise and camera parameters x, ⊙
indicates the Hadamard product. The latter item of the ⊙
operation can be regarded as an adaptive mask indicating
the non-target region. Compared with ordinary reconstruc-
tion loss, the proposed diffusion-guided reconstruction loss
alleviates the transfer limitation of the target region. Al-
though the gradient of SDS loss in a single iteration contains
a lot of noise and is inadequate to serve as an accurate mask,
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Figure 4. Visualizations of the gradient response of SDS loss at
different noise levels, given the text ”a man with green hair”.

it can also provide effective guidance for network learning
with the accumulation of iterations as shown in Fig. 4. The
ablation experiment in Sec. 4 also proves its effectiveness.

To sum up, we can form the loss functions for normal do-
main adaptation and local editing scenario as Ladaptation =
Lsds+λ1Ldis and Lediting = Lsds+λ2Ldiff , respectively,
where λ1 and λ2 are the weighting coefficients.

3.3. 3D-GAN Based Text-to-Avatar

Due to the lack of 3D priors , most text-to-3D methods can-
not perform stable generation, suffering from issues such
as Janua (multi-face) problem. To this end, we extend the
framework proposed above and utilize the pre-trained 3D
GAN as a strong base generator to achieve robust text-
guided 3D avatar generation. As shown in Fig. 2, we first
implement latent searching to obtain the latent code that is
contextually (gender, appearance, etc.) close to the text in-
put. Specifically, we sample k noise z1, ...,zk and select
one single noise zi that best fits the text description accord-
ing to the CLIP loss between the corresponding images syn-
thesized by the 3D GAN and the prompt. The CLIP loss is
further used to finetune the mapping network individually
to obtain the optimized latent code w′ from zi. Then, w′ is
fixed during the following optimization process.
Case-specific learnable triplane. One main challenge of
the text-to-avatar task is how to model the highly variable
geometry and texture. Introducing 3D GANs as the base
generator provides strong priors and greatly improves sta-
bility. However, it also loses the flexibility of the simple
NeRF network, showing limited generation capability. Ac-
cordingly, we introduce a case-specific learnable triplane Tl

to enlarge the capacity of the network, as shown in Fig. 2.
Initialized with the value of 0, Tl is directly added to T as
the input of subsequent modules. Thus, the trainable part of
the network now includes the triplane generator Gtrain and
Tl. The former achieves stable transformation, while the
latter provides a more flexible 3D representation. Due to
the high degree of freedom of Tl and the instability of SDS
loss, optimizing Tl with SDS loss alone will bring a lot of
noise, resulting in unsmooth results. To this end, we adopt
the total variation loss [23] and expand it to a multi-scale
manner Lmstv to regularize Tl and facilitate more smooth-
ing results. In general, the loss function for text-to-avatar
task can be presented as: Lavatar = Lsds + λ3Lmstv .

Note that, the proposed framework is only suitable for
the generation of specific categories depending on the pre-

Differentiable
Rendering

𝑳𝒕𝒗 𝑳𝒎𝒔𝒆

…

Figure 5. The details of the proposed adaptive blend module.

trained 3D GAN, such as head (PanoHead [4]) and hu-
man body (AG3D [9]). Nevertheless, extensive experiments
show that our framework can well adapt to avatar genera-
tion with large domain gaps, benefiting from the strong 3D
generator and the case-specific learnable triplane.

3.4. Progressive Texture Refinement

The SDS exhibits great promise in geometry modeling but
also suffers from texture-related problems such as over-
saturation and over-smoothing. How can we leverage the
powerful 2D generation ability of diffusion models to im-
prove the 3D textures? In this section, we propose a pro-
gressive texture refinement stage, which significantly en-
hances the texture quality of the results above through ex-
plicit texture modeling, as shown in Fig. 2.
Adaptive Blend Module. Given the implicit fields obtained
from the first stage, we first implement volume rendering
under uniformly selected 2k + 2 azimuths and j elevations
(we set the following j to 1 for simplicity) to obtain multi-
view images xi, ...,x2k+1. Then the canny maps and depth
maps of these images are extracted for the following image
translation. Meanwhile, we perform marching cube [32]
and the UV unwrapping [1] algorithm to obtain the explicit
mesh M and corresponding UV coordinates (in head gen-
eration, we utilize cylinder unwrapping for better visualiza-
tion). Furthermore, we design an adaptive blend module to
project the multi-view renderings back into a texture map
through differentiable rendering. Specifically, as shown in
Fig. 5, the multi-view reconstruction loss Lmse and total
variation loss Ltv are adopted to optimize the texture map
that is initialized with zeros. Compared to directly im-
plementing back-projection, the proposed adaptive blend-
ing module produces smoother and more natural textures
in spliced areas of different images without compromising
texture quality. This optimized UV texture U0 serves as an
initialization for the following texture refinement stage.
Progressive Refinement. Since we have already obtained
the explicit mesh and the multi-view renderings, a natu-
ral idea is to perform image-to-image on the multi-view
renderings using diffusion models to optimize the texture.
However, it neglects that the diffusion model cannot guar-
antee the consistency of image translation between differ-
ent views, which may result in discontinuous texture. To
this end, we introduce a progressive inpainting strategy to
address this issue. Firstly, we employ a pre-trained text-
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to-image diffusion model and ControlNets [55] to imple-
ment image-to-image translation guided by the prompt y
on the front-view image r0 that is rendered from M and
U0. The canny and depth extracted above are introduced
to ensure the alignment between r0 and the resulting image
r′0. Then we can obtain the partially refined texture map
U1 by projecting r′0 into U0. Next, we rotate the mesh
coupled with T1 (or change the camera view) and render
a new image r1, which is refined again with the diffusion
model to get r′1 and U2. Differently, instead of image-to-
image, we apply inpainting on r1 with mask m1 in this
translation, which maintains the refined region and thus im-
proves the texture consistency between the adjacent views.
Note that the masks m1, ...,m2k+1 indicate the unrefined
regions and are dilated to facilitate smoother results in in-
painting. Through progressively performing rotation and
inpainting, we manage to obtain consistent multi-view im-
ages r′0, ..., r

′
2k+1 that are refined by the diffusion model.

Finally, we apply the adaptive blend module again on the
refined images to yield the final texture. By implementing
refinement on the explicit texture, the proposed stage sig-
nificantly improves the texture quality in an efficient way.

4. Experiments
4.1. Implementation Details

Our framework is built on an EG3D-based model in the first
stage. Specifically, we implement 3D domain adaptation on
PanoHead, EG3D-FFHQ, and EG3D-AFHQ for head, face,
and cat, respectively. For text-to-avatar tasks, PanoHead
and AG3D are adopted as the base generators for head and
body generation. We employ StableDiffusion v2.1 as our
pre-trained text-to-image model. In the texture refinement
stage, StableDiffusion v1.5 coupled with ControlNets are
utilized to implement image-to-image and inpainting. More
details about the parameters and training setting are speci-
fied in supplementary materials.

4.2. Qualitative Comparison

For 3D Domain adaptation, we evaluate our model with
two powerful baselines: StyleGAN-NADA* [12] and
StyleGAN-Fusion [48] for text-guided domain adaptation
of 3D GANs, where * indicates the extension of the method
to 3D models. For a fair comparison, we use the same
prompts as guidance for all the methods. Besides, the visu-
alization results of different methods are sampled from the
same random noise. As shown in Fig. 6, the naive exten-
sion of StyleGAN-NADA* for EG3D exhibits poor results
in terms of diversity and image quality. StyleGAN-Fusion
achieves decent 3D domain adaptation and exhibits a certain
diversity. However, the proposed regularizer of StyleGAN-
Fusion also hinders itself from large-gap domain transfer,
resulting in a trade-off between the degree of stylization

and diversity. As Fig. 6 shows that the generated faces of
StyleGAN-Fusion lack diversity and details, and the hair
and clothes suffer from inadequate stylization. In contrast,
our method exhibits superior performance in diversity, im-
age quality, and text-image correspondence.

For text-to-avatar task, We present qualitative compar-
isons with several general text-to-3D methods (DreamFu-
sion [37], ProlificDreamer [50], Magic-3D [30]) and avatar
generation methods (DreamAvatar [5], DreamHuman [27],
AvatarVerse [52]). The former three methods are imple-
mented using the official code and the results of the rest
methods are obtained directly from their project pages. As
shown in Fig. 7, DreamFusion shows inferior performance
in avatar generation, suffering from over-saturation, Janus
(multi-face) problem, and incorrect body parts. Prolific-
Dreamer and Magic-3D improve the texture fidelity to some
extent but still face the problem of inaccurate and unsmooth
geometry. Taking advantage of the human priors obtained
from the SMPL model or DensePose, these text-to-avatar
methods achieve stable and high-quality avatar generation.
However, due to that the SDS loss requires a high CFG [16]
value during optimization, the texture fidelity and authentic-
ity of their results are still unsatisfying. In comparison, the
proposed method achieves stable and high-fidelity avatar
generation simultaneously, making full use of the 3D GANs
and diffusion priors. Please refer to the supplementary ma-
terials for more comparisons.

4.3. Quantitative Comparison

We quantitatively evaluate the above baselines and our
method on 3D domain adaptation through FID [15] compar-
ison and user study. Specifically, all methods are employed
to conduct domain adaptation on EG3D-face and EG3D-
cat with both four text prompts, respectively. For each
text prompt, we utilize the text-to-image diffusion model
to generate 2000 images with different random seeds as the
ground truth for FID calculation. In the user study, 12 vol-
unteers were invited to rate each finetuned model from 1 to
5 based on three dimensions: text-image correspondence,
image quality, and diversity. As shown in Table 1, the pro-
posed methods achieve lower FID scores than other base-
lines, which indicates superior image fidelity. Meanwhile,
the user study demonstrates that our method outperforms
the other two methods, especially in terms of image quality
and diversity.

For text-to-avatar, we also conducted a user study for
quantitative comparison. Since AvatarVerse and DreamA-
vatar have not released their code yet, while DreamHu-
man provided extensive results on the project page. So
we compare our method with DreamHuman for full-body
generation. Besides, DreamFusion, ProlificDreamer, and
Magic3D are involved in the comparison of head (10
prompts) and full-body (10 prompts) generation both. We
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Figure 6. The qualitative comparisons on 3D domain adaptation (applied on EG3D-FFHQ [7]).
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Wars Series ''

'' A bearded 
man in a black 
leather jacket''

'' Spiderman''

'' A man 
wearing a 
white tanktop
and shorts ''

Figure 7. Visual comparisons on text-to-avatar task. The first two rows are the results of ‘head’ and the rest are the results of ‘body’.

request the 12 volunteers to vote for their favorite results
based on texture and geometry quality, where all the results
are presented as rendered rotating videos. The final rates
presented in Table 2 show that the proposed method per-
forms favorably against the other approaches.

Table 1. Quantitative comparison on 3D domain adaptation task.

Methods Metric User Study
FID ↓ text-corr ↑ quality ↑ diversity ↑

StyleGAN-NADA* 136.2 2.619 2.257 1.756
StyleGAN-Fusion 53.6 3.465 3.255 2.978
Ours 28.5 3.725 3.758 3.416

Table 2. User preference on text-to-avatar generation.

DreamFusion ProlificDreamer Magic3D DreamHuman Ours

head 1.1% 11.7% 6.7% N.A. 80.5%
body 0.6% 8.3% 5.6% 18.9% 66.6%

4.4. Ablation Study

On progressive texture refinement. Since we utilize cylin-
der unwrapping for head texture refinement, a naive idea
is to conduct image-to-image on the UV texture directly
to refine it. However, the result in Fig. 8 (b) shows that
this method tends to yield misaligned texture, let alone be
applied to fragmented texture maps. We also attempt to

10493



(a) Stage1 (b) Texture img2img (c) w/o Inpainting

(e) w/o ABM(d) MSE (f) Ours

Figure 8. Ablation study of the texture refinement.

(a) Source Domain (b) w/o Relative distance loss (c) Ours

Figure 9. Ablation study of the relative distance loss.

replace all the inpainting operations with image-to-image
translation, and the results in Fig. 8 (c) show that this will
cause the discontinuity problem. The refining strategy pro-
posed in [49] is also compared, where texture is progres-
sively optimized using MSE loss between the randomly
rendered images and the corresponding image-to-image re-
sults. The results in Fig. 8 (d) show that it fails to generate
high-frequency details. The comparison between (e) and (f)
in Fig. 8 proves the effectiveness of the proposed adaptive
blend module (ABM) in smoothing the texture splicing re-
gion. By contrast, the proposed progressive texture refine-
ment strategy significantly improves the texture quality.
On relative distance loss. As shown in Fig. 9, if adopting
SDS loss alone for domain adaptation, the generator will
tend to collapse to a fixed output pattern, losing its original
diversity. In contrast, the proposed relative distance loss
effectively preserves the diversity of the generator without
sacrificing the stylization degree.
On diffusion-guided reconstruction loss. The results in
Fig 10 show that the SDS loss tends to perform global trans-
fer. Regular reconstruction loss helps maintain the whole
structure, but also stem the translation of the target area. By
contrast, the model trained with our diffusion-guided recon-
struction loss achieves proper editing.
On additional learnable triplane. To prove the necessity
of the proposed case-specific learnable triplane, we finetune
the network with SDS loss without adding it, given a chal-
lenging prompt: ”Link in Zelda”. The results in the first row
of Fig. 11 reveal that the network is optimized in the right
direction but fails to reach the precise point. By contrast,
the network adding the learnable triplane exhibits accurate

(a) Source image (b) w/o Rec loss (c) MSE loss (d) Ours

Figure 10. Ablation study of the diffusion guided reconstruc-
tion loss. The ToRGB module in EG3D is trained together with
Gtrain. The input text is “a close-up of a woman with green hair”.

(a) w/o Case-specific learnable triplane

(b) w/o Multi-scale total variation loss

(c) Ours

Figure 11. Ablation study toward the case-specific learnable tri-
plane and the multi-scale total variation loss.

generation (second row in Fig. 11). Furthermore, the intro-
duced multi-scale total variation loss Lmstv on the triplane
facilitates more smooth results.

4.5. Applications and Limitations

Due to the page limitation, we will introduce the application
of DiffusionGAN3D on real images and specify the limita-
tions of our methods in the supplementary materials.

5. Conclusion
In this paper, we propose a novel two-stage framework Dif-
fusionGAN3D, which boosts text-guided 3D domain adap-
tation and avatar generation by combining the 3D GANs
and diffusion priors. Specifically, we integrate the pre-
trained 3D generative models (e.g., EG3D) with the text-
to-image diffusion models. The former, in our framework,
set a strong foundation for text-to-avatar, enabling stable
and high-quality 3D avatar generation. In return, the lat-
ter provides informative direction for 3D GANs to evolve,
which facilitates the text-guided domain adaptation of 3D
GANs in an efficient way. Moreover, we introduce a pro-
gressive texture refinement stage, which significantly en-
hances the texture quality of the generation results. Ex-
tensive experiments demonstrate that the proposed frame-
work achieves excellent results in both domain adaptation
and text-to-avatar tasks, outperforming existing methods in
terms of generation quality and efficiency.
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