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Figure 1. Comparison of the state-of-the-arts FreeNeRF [51] and SparseNeRF [41] with our DNGaussian utilizing three views for training.
DNGaussian stands out by delivering comparably high-quality synthesized views and superior details with a remarkable 25× reduction in
time and significantly lower memory overhead during training, while attaining the fastest and the only real-time rendering speed of 300
FPS. The point cloud of Gaussians illustrates the detailed and explainable spatial representation learned through our method.

Abstract

Radiance fields have demonstrated impressive perfor-
mance in synthesizing novel views from sparse input views,
yet prevailing methods suffer from high training costs and
slow inference speed. This paper introduces DNGaus-
sian, a depth-regularized framework based on 3D Gaus-
sian radiance fields, offering real-time and high-quality
few-shot novel view synthesis at low costs. Our motivation
stems from the highly efficient representation and surpris-
ing quality of the recent 3D Gaussian Splatting, despite it
will encounter a geometry degradation when input views
decrease. In the Gaussian radiance fields, we find this
degradation in scene geometry primarily lined to the po-
sitioning of Gaussian primitives and can be mitigated by
depth constraint. Consequently, we propose a Hard and
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Soft Depth Regularization to restore accurate scene ge-
ometry under coarse monocular depth supervision while
maintaining a fine-grained color appearance. To further
refine detailed geometry reshaping, we introduce Global-
Local Depth Normalization, enhancing the focus on small
local depth changes. Extensive experiments on LLFF, DTU,
and Blender datasets demonstrate that DNGaussian outper-
forms state-of-the-art methods, achieving comparable or
better results with significantly reduced memory cost, a 25×
reduction in training time, and over 3000× faster rendering
speed. Code is available at: https://github.com/
Fictionarry/DNGaussian .

1. Introduction

Novel view synthesis with sparse inputs poses a challenge
for radiance fields. Recent advances in neural radiance
fields (NeRF) have excelled in reconstructing photorealis-
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Figure 2. 3D Gaussian Splatting [17] exhibits its potential to re-
construct some fine details (green box) from sparse input views.
Nevertheless, the reduced input views would significantly degrade
geometry and cause failed reconstruction (orange box). After ap-
plying depth regularization, DNGaussian successfully recovers ac-
curate geometry and synthesizes high-quality novel views.

tic appearance and accurate geometry from just a handful
of input views [4, 15, 26, 34, 35, 41, 47, 51, 53]. However,
most sparse-view NeRFs are implemented with low pro-
cessing speed and substantial memory consumption, result-
ing in high time and computational costs that restrict their
practical applications. While some methods [35, 37, 47]
achieve faster inference speed with grid-based backbones
[12, 25, 36], they often suffer from trade-offs, leading to ei-
ther high training costs or compromised rendering quality.

Recently, 3D Gaussian Splatting [17] has introduced
an unstructured 3D Gaussian radiance field, employing a
set of 3D Gaussian primitives to achieve remarkable suc-
cess in rapid, high-quality, and low-cost novel view syn-
thesis, when learned from color dense input views. Even
with only sparse inputs, it can still partially retain the sur-
prising ability to reconstruct some clear and detailed lo-
cal features. Nevertheless, the decrease in view constraints
makes a significant portion of scene geometry be incor-
rectly learned, resulting in failures in novel view synthesis,
as illustrated in Figure 2. Inspired by the success of ear-
lier depth-regularized sparse-view NeRFs [35, 41], this pa-
per explores distilling depth information from pre-trained
monocular depth estimators to rectify the Gaussian fields
of the ill-learned geometry, and introduce the Depth Nor-
malization Regularized Sparse-view 3D Gaussian Radiance
Fields (DNGaussian) to pursue higher quality and effi-
ciency for few-shot novel view synthesis.

Despite sharing a similar form of depth rendering, the
depth regularization for 3D Gaussian radiance fields differs
significantly from that employed by NeRF. Firstly, existing
depth regularization strategies for NeRFs commonly em-
ploy depth to regularize the entire model, which creates a
potential geometry conflict in the Gaussian fields that ad-
versely affects quality. Specifically, this practice forces the
shape of Gaussians to fit the smooth monocular depth rather
than the complex color appearance and thus results in loss

of details and blurred appearance. Considering that the
basis of scene geometry lies in the position of the Gaus-
sian primitives rather than their shape, we freeze the shape
parameters and propose a Hard and Soft Depth Regular-
ization to enable spatial reshaping by encouraging move-
ment among the primitives. During regularization, we pro-
pose rendering two types of depth to independently adjust
the center and opacity of Gaussians without changing their
shape, therefore striking a balance between the fitting of
complex color appearance and smooth coarse depth.

Moreover, Gaussian radiance fields are more sensitive
to small depth errors when compared to NeRF, which may
result in a noisy distribution of primitives and failures in re-
gions with complex textures. Existing scale-invariant depth
losses often opt to align depth maps to a fixed scale, which
leads to the overlook of small losses. To address this issue,
we introduce the Global-Local Depth Normalization into
the depth loss function, thus encouraging the learning of
small local depth changes in a scale-invariant way. With the
local and global scale normalization, our method guides the
loss function to refocus on small local errors while main-
taining knowledge on the absolute scale, to enhance the de-
tailed geometry reshaping process for depth regularization.

Integrating the two proposed techniques, DNGaussian
synthesizes views with competitive quality and superior
details compared to state-of-the-art methods in multiple
sparse-view settings on LLFF, Blender, and DTU datasets.
This advantage is further enriched by substantially lower
memory costs, 25× reduction of training time, and over
3000× faster rendering speed. The experiments also
demonstrate our method’s universal ability to fit complex
scenes, wide-ranging views, and multiple materials.

Our main contributions are the following:
• A Hard and Soft Depth Regularization to constrain the

geometry of 3D Gaussian radiance fields by encouraging
the movement of Gaussians, which enables the coarse-
depth regularized space reshaping without compromising
fine-grained color performance.

• A Global-Local Depth Normalization that normalizes
depth patches on local scales to achieve a refocus on small
local depth changes, thereby improving the reconstruc-
tion of detail appearance for 3D Gaussian radiance fields.

• A DNGaussian framework for fast and high-quality few-
shot novel view synthesis, which combines the above two
techniques and achieves competitive quality across mul-
tiple benchmarks compared to the state-of-the-art meth-
ods, excelling in capturing details with significantly lower
training costs and real-time rendering.

To the best of our knowledge, we are the first attempt to
analyze and address the depth regularization problem for
3D Gaussian Splatting under coarse depth cues. We hope
this paper can inspire more ideas for optimizing radiance
fields in under-constrained situations.
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2. Related Work

Radiance Fields for Novel View Synthesis. Novel view
synthesis aims to generate unseen views of the same object
or scene from a set of given images [1, 58]. Neural Radiance
Fields (NeRF) [24] uses a large MLP to represent 3D scenes
and renders via volume rendering. However, its speed is
slow both in training and inference. The following im-
provements mainly pursue either higher quality [2, 3] or ef-
ficiency [5, 11, 14, 20, 25, 36, 52], but hard to achieve both.
The most recent unstructured radiance fields [6, 17, 50] uti-
lize a set of primitives to represent scenes. Among them, 3D
Gaussian Splatting [17] represents radiance fields by a set of
anisotropic 3D Gaussians and renders with a differentiable
splatting. This approach achieves great success in fast and
high-quality reconstruction for complex real scenes. While
this method excels with dense input views and has achieved
success in various 3D tasks [22, 38, 46], its reconstruction
with sparse view inputs remains an open problem. Also,
issues such as how to apply additional constraints for im-
provement are still unsolved and worthy of discussion.

Few-shot Novel View Synthesis. Few-shot novel view
synthesis aims to generate novel views from only a set
of sparse input views. Many works address the problem
by introducing regularization strategies specified for NeRF
[10, 18, 26, 51]. Some pre-trained methods aim to de-
sign a generative model and train it on large datasets [4,
8, 19, 53, 60], while others [15, 47] take pre-trained mod-
els as a type of loss to regularize the training process with
well-learned knowledge. Depth distilling [10, 30, 35, 41]
is also a powerful technique for sparse-view neural fields.
However, limited by their powerful but slow backbones
or the complex pre-trained models, most of these methods
are costly in both training and inference. Although some
methods [35, 37, 47] have improved inference efficiency
via grid-based backbones, they also suffer from trade-offs
like higher training costs or lower quality. More recently,
some work [21, 27, 31] enable zero-shot novel view synthe-
sis with even one input by diffusion model priors, but can
hardly handle complex scenes and with lower efficiency.

Depth Supervision in Sparse-view Neural Fields. As a
classic cue in many 3D vision tasks [40, 42, 43, 45, 56, 59],
depth information has been widely used to supervise sparse-
view neural fields. The first group [10, 30] is to extract ac-
curate but sparse depth values from reliable point clouds,
and the second [13, 35, 39, 41, 54] distills depth knowledge
from current powerful monocular depth estimators [28, 29].
Considering point clouds are sparse and not available in
many sparse-view cases, monocular depth shows its advan-
tage in density and robustness for our tasks. To tackle the
scale ambiguity and error of monocular depths, some previ-
ous works and concurrent sparse-view 3DGS methods have
introduced various scale-invariant losses [9, 35, 48, 54, 61]

including depth ranking loss [41, 49], however, all of which
are not optimal for us. Firstly, flexible Gaussians are more
sensitive to wrong depth cues, requiring extra designs for
regularization. Also, these losses align the depth to a cer-
tain fixed global scale, which may ignore minor local depth
changes. This overlook can lead to a noisy primitive dis-
tribution, particularly in regions with intricate textures. Be-
sides, we notice an HDN loss [55] that can preserve details
in monocular depth estimation. Nevertheless, it is also un-
suitable as its reliance on multi-scale patches would bring
long-distance errors and compromise geometric accuracy.

3. Method
3.1. Preliminary for 3D Gaussian Splatting
Representation. 3D Gaussian splatting [17] represents 3D
information with a set of 3D Gaussians. It computes pixel-
wise color C with a set of 3D Gaussian primitives θ, view
pose P , and the camera parameter involving the center o.

Specifically, a Gaussian primitive can be described with
a center µ ∈ R3, a scaling factor s ∈ R3, and a rotation
quaternion q ∈ R4. The basis function of the i-th primitive
Gi is in the form of:

Gi(x) = e−
1
2 (x−µi)

TΣ−1
i (x−µi), (1)

where the covariance matrix Σ can be calculated from the
scale s and rotation q. For rendering purposes, the Gaus-
sian primitive also retains an opacity value α ∈ R and
a K-dimensional color feature f ∈ RK . Then θi =
{µi, si, qi, αi, fi} is the parameters for the i-th Gaussian.
Rendering. 3D Gaussian Splatting utilizes a point-based
rendering to compute the color C of pixel xp by blending N
ordered Gaussians overlapping the pixel:

C(xp) =
∑
i∈N

ciα̃i

i−1∏
j=1

(1− α̃j), (2)

where ci is the decoded color of feature f .
Different from NeRF’s ray sampling strategy, the in-

volved N Gaussians are gathered by a well-optimized ras-
terizer according to xp, the camera parameter, the view pose
P , and a set of pre-defined roles. And the rendering opacity
α̃ of N primitives are calculated by α and their projected
2D Gaussians Gproj on image plane :

α̃i = αiGproj
i (xp). (3)

Then, similar to NeRF, we can represent the pixel-wise
depth D with the distance to the camera center o:

D(xp) =
∑
i∈N

||µi − o||2 × α̃i

i−1∏
j=1

(1− α̃j). (4)

Optimzation. 3D Gaussian Splatting optimizes the pa-
rameters θ for all Gaussians through gradient descent un-
der color supervision. During the optimization process, it
identifies and duplicates the most active primitives to bet-
ter represent intricate textures, simultaneously removing re-
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Figure 3. The Framework of DNGaussian. Our framework starts from a random initialization and consists of a Color Supervision
module and a Depth Regularization module. The optimization process of Color Supervision mainly inherits from 3D Gaussian Splatting
[17] except for a Neural Color Renderer. In the depth regularization, we render a Hard Depth and a Soft Depth for the input view, and
separately calculate the losses of the pre-generated monocular depth map with the proposed Global-Local Depth Normalization. Finally,
the output Gaussian field enables efficient and high-quality novel view synthesis.

dundant primitives. In this work, we inherit these optimiza-
tion strategies for color supervision.
Initialization. To start from a better geometry, the method
suggests utilizing the point cloud from COLMAP [32, 33]
or other SfMs to initialize the Gaussians. Instead, consider-
ing the instability of point clouds in sparse-view situations,
we initialize our method with a random set of Gaussians.

3.2. Depth Regularization for Gaussians
Despite sharing a similar depth computation, existing depth
regularization for NeRFs cannot transfer to 3D Gaussian ra-
diance fields due to the huge differences. First, a target con-
flict between color and depth would occur in the extra pa-
rameters. Also, previous regularization for the continuous
NeRF only focuses on density, for which it can hardly work
well on the discrete and flexible Gaussian primitives.
Shape Freezing. 3D Gaussian radiance fields possess four
optimizable parameters {µ, s, q, α} that can directly influ-
ence the depth, which is more complex than NeRF. Since
the mono-depth is much smoother and easier to fit than
color, apply an all-parameter depth regularization on the en-
tire model, which is widely used in previous sparse-view
neural fields [9, 13, 41, 49, 54], would lead the shape pa-
rameters to overfit the target depth map and cause blurry
appearance. Thus, these parameters must be treated differ-
ently. Since the scene geometry is mainly represented by the
position distribution of Gaussian primitives, we regard the
center µ and opacity α as the most important parameters to
regularize, for they separately stand for the position itself
and the occupancy of a position. Furthermore, to reduce the
negative influence for color reconstruction, we freeze the
scaling s and rotation q in the depth regularization.
Hard Depth Regularization. To achieve the spatial re-

shaping of the Gaussian fields, we first propose a Hard
Depth Regularization that encourages the movement of the
nearest Gaussians, which are expected to compose surfaces
but often cause noises and artifacts. Considering the pre-
dicted depth is rendered with the mixture of multiple Gaus-
sians and reweighted by the cumulative product α̃, we man-
ually apply a large opacity value τ to all Gaussians. Then,
we render a “hard depth” that mainly consists of the nearest
Gaussians on the ray shot from camera center o and across
the pixel xp:

Dhard(xp) =
∑
i∈N

τ(1− τ)i−1Gproj
i (xp)||µi − o||2. (5)

Since now only the center µ is in optimization, Gaussians at
wrong positions cannot avoid being regularized by decreas-
ing their opacity or changing shapes, and thus their centers
µ move. The regularization is implemented by a similarity
loss at the target image area P to encourage the hard depth
Dhard close to the monocular depth D̃:

Rhard(P) = Lsimilar(Dhard(P), D̃(P)). (6)

Soft Depth Regularization. Only regularizing on “hard
depth” is insufficient due to the absence of opacity opti-
mization. We also expect to ensure the accuracy of the real
rendered “soft depth”, otherwise, the surface may become
semitransparent and cause hollowness. From this perspec-
tive, we additionally freeze the Gaussian center µ (denoted
by µ̌) to avoid negative influence caused by the center mov-
ing, and propose Soft Depth Regularization for the tuning
of the opacity α:

Dsoft(xp) =
∑
i∈N

||µ̌i − o||2 × α̃i

i−1∏
j=1

(1− α̃j),

Rsoft(P) = Lsimilar(Dsoft(P), D̃(P)).

(7)
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With both the Hard and Soft Depth Regularization, we
constrain the nearest Gaussians to stay in a suitable position
with high opacity, therefore composing complete surfaces.

3.3. Global-Local Depth Normalization
Previous depth-supervised neural fields usually build the
depth loss on the source scales of the depth maps[9, 13,
35, 41, 54]. This type of alignment measures all losses via a
fixed scale based on the statistics of a large area. As a result,
it might lead to the overlooking of small errors, particularly
when dealing with multiple objectives such as color recon-
struction or a wide range of depth variance. This overlook
may matter not much in previous NeRF-based works, but
can raise heavier problems in the Gaussian radiance fields.

In the Gaussian radiance fields, correcting small depth
errors is more challenging because it primarily relies on the
movement of Gaussian primitives, a process that happens
with a minor learning rate. Also, if the primitives have not
been corrected in position during depth regularization, they
will become float noises and cause failures, especially in
regions with detailed appearance where gathering numerous
primitives, as shown in Figure 4.
Local Depth Normalization. To solve this problem, we
make the loss function refocus on small errors by introduc-
ing a patch-wise local normalization. Specifically, we cut
a whole depth map into small patches and normalize the
patch P of predicted depth and monocular depth with the
mean value of 0 and standard deviation of near to 1:

DLN (x) =
D(x)− mean(D(P))

std(D(P)) + ϵ
, s.t. x ∈ P, (8)

where ϵ is a value for numerical stability. Since then, all
patches have been normalized on a local scale and the loss
can be calculated inside. Later, we apply the Local Depth
Normalization to the Hard and Soft Depth Regularization to
help with geometry reshaping.
Global Depth Normalization. In contrast to focusing on
small local losses, we also need a global view to learn an
overall shape. To fill the lack of global scale, we further
add a Global Depth Normalization in the depth regulariza-
tion. This makes the depth loss aware of the global scale
while preserving local relevance. Similar to the local one,
we apply a patch-wise normalization to free the depth from
the source scale and focus on local changes. The only differ-
ence is here we use a global standard deviation of the whole
image depth DI of image I to replace that of the patch:

DGN (x) =
D(x)− mean(D(P))

std(DI)
,

s.t. x ∈ P, P ⊆ I.
(9)

In addition, our patch-wise normalization can also avoid
long-distance errors in the monocular depth by driving the
learning of locally relative depth, which serves a similar ef-
fect as depth rank distillation [41, 49]. But differently, for

Figure 4. A fixed global scale pays little attention to the small
depth errors even under L1 loss, which leads to noisy primitives
and causes failures in novel view (yellow box). Our Global-Local
Depth Normalization refocuses on small errors via local scale and
helps reconstruct a more accurate appearance (green box).

geometry reshaping purposes, we also encourage the model
to learn the absolute depth change rather than ignoring it.

3.4. Training Details
Loss Function The loss function consists of three parts:
color reconstruction loss Lcolor, hard depth regularization
Rhard and soft depth regularization Rsoft. Following 3D
Gaussian Splatting, the color reconstruction loss is a combi-
nation of L1 reconstruction loss and a D-SSIM term of the
rendering image Î and ground-truth I:

Lcolor = L1(Î, I) + λLD−SSIM(Î, I). (10)

The depth regularization Rhard and Rsoft all include a lo-
cal and a global term separately from our two kinds of depth
normalization. We take the L2 loss to measure the similar-
ity. Both of the regularizations are in the form of:

RT = L2(DGN
T , D̃GN ) + γL2(DLN

T , D̃LN ), (11)

where T stands for hard or soft. In practice, we reserve an
error tolerance for the L2 loss to relax the constraint. The
full loss function is formulated by:

L = Lcolor +Rhard +Rsoft. (12)

Neural Color Renderer. 3D Gaussian Splatting stores
color via spherical harmonics, however, it is easy to over-
fit with only sparse views. To relieve this problem, we take
a grid encoder and an MLP as the Neural Color Renderer
to predict color for each primitive (Figure 3). During infer-
ence, we store the intermediate result and only calculate the
last MLP layers to merge view direction for acceleration.

4. Experiments
4.1. Setups
Datasets. we conduct our experiment on three datasets: the
NeRF Blender Synthetic dataset (Blender) [24], the DTU
dataset [16], and the LLFF dataset [23]. We follow the set-
ting used in previous works [26, 41, 51] with the same split
of DTU and LLFF to train the model on 3 views and test
on another set of images. To erase the noises in the back-
ground and focus on the target object, we apply the same

20779



LLFF DTUSetting PSNR ↑ LPIPS ↓ SSIM ↑ AVGE ↓ PSNR ↑ LPIPS ↓ SSIM ↑ AVGE ↓
SRF [7] 12.34 0.591 0.250 0.313 15.32 0.304 0.671 0.171
PixelNeRF [53] 7.93 0.682 0.272 0.461 16.82 0.270 0.695 0.147
MVSNeRF [4]

Trained on DTU
17.25 0.356 0.557 0.171 18.63 0.197 0.769 0.113

SRF ft [7] 17.07 0.529 0.436 0.203 15.68 0.281 0.698 0.162
PixelNeRF ft [53] 16.17 0.512 0.438 0.217 18.95 0.269 0.710 0.125
MVSNeRF ft [4]

Trained on DTU
Fine-tuned per Scene 17.88 0.327 0.584 0.157 18.54 0.197 0.769 0.113

Mip-NeRF [2] 14.62 0.495 0.351 0.246 8.68 0.353 0.571 0.323
DietNeRF [15] 14.94 0.496 0.370 0.240 11.85 0.314 0.633 0.243
RegNeRF [26] 19.08 0.336 0.587 0.149 18.89 0.190 0.745 0.112
FreeNeRF [51] 19.63 0.308 0.612 0.134 19.92 0.182 0.787 0.098
SparseNeRF [41]

Optimized per Scene

19.86 0.328 0.624 0.127 19.55 0.201 0.769 0.102

3DGS [17] 15.52 0.405 0.408 0.209 10.99 0.313 0.585 0.252
3DGS† 16.46 0.401 0.440 0.192 14.74 0.249 0.672 0.169
DNGaussian (Ours)

Optimized per Scene
19.12 0.294 0.591 0.132 18.91 0.176 0.790 0.102

† with the same hyperparameters and the neural color renderer as DNGaussian .

Table 1. Quantitative Comparison on LLFF and DTU for 3 input views. The best, second-best, and third-best entries are marked in red,
orange, and yellow, respectively. Notably, the Gaussian-based methods directly show the background color on the meaningless invisible
places, which would cause lower metrics, especially in PSNR.

Method PSNR ↑ SSIM ↑ LPIPS ↓
NeRF [24] 14.934 0.687 0.318
NeRF (Simplified) [15] 20.092 0.822 0.179
DietNeRF [15] 23.147 0.866 0.109
DietNeRF + ft [15] 23.591 0.874 0.097
FreeNeRF [51] 24.259 0.883 0.098
SparseNeRF [41] 22.410 0.861 0.119

3DGS [17] 22.226 0.858 0.114
DNGaussian (Ours) 24.305 0.886 0.088

Table 2. Quantitative Comparison on Blender for 8 input
views. The best, second-best, and third-best entries are marked
in red, orange, and yellow, respectively.

object masks as previous works [26] for DTU at evaluation.
For Blender, we follow DietNeRF [15] and FreeNeRF [51]
to train with the same 8 views and test on 25 unseen images.
Aligned with the baselines, downsampling rates of 8, 4, and
2 are applied to LLFF, DTU, and Blender. Following previ-
ous sparse-view settings, the camera poses are assumed to
be known via calibration or other ways.

Evaluation Metrics. We report PSNR, SSIM [44], and
LPIPS [57] scores to evaluate the reconstruction perfor-
mance quantitatively. Also, an Average Error (AVGE) [26]
is reported by the geometric mean of MSE = 10−PSNR/10,√
1− SSIM, and LPIPS.

Baselines. Following the previous sparse-view neural fields
[15, 26, 41, 51], We take current SOTA methods SRF [7],
PixelNeRF [53], MVSNeRF [4], Mip-NeRF [2], DietNeRF
[15], RegNeRF [26], FreeNeRF [51], and SparseNeRF [41]
as our baselines. For most NeRF-based methods, we di-
rectly report their best quantitative results in corresponding
published papers for comparisons. The results of raw 3D
Gaussian Splatting (3DGS) [17] are also reported.

Implementations. We build our models on the official Py-
Torch 3D Gaussian Splatting codebase. We train the model

with 6, 000 iterations for all datasets, and the soft depth reg-
ularization is applied after 1, 000 iterations for stability. We
set γ = 0.1, τ = 0.95 in loss functions for all experiments.
The neural renderer consists of a hash encoder [25] with
16 levels in a resolution range of 16 to 512 and a max size
of 219, and a 5 layer MLP with the hidden dim of 64. We
use DPT [28] to predict monocular depth maps for all input
views. The models of 3DGS and DNGaussian are randomly
initialized with a uniform distribution.

4.2. Comparison
LLFF. The qualitative results and visualizations on the
LLFF dataset from 3 input views are reported in Table 1
and Figure 5. Notably, since the NeRF-based baselines
would interpolate colors to those invisible areas from in-
put views while the discrete Gaussian radiance fields di-
rectly expose the black background on these empty spaces,
the 3DGS-based methods natively have a weakness in the
reconstruction metrics from these meaningless invisible ar-
eas. Despite that, our approach still outperforms all base-
lines in the LPIPS score, and achieves comparable PSNR,
SSIM, and Average Error to the best methods. From both
the quantitative and qualitative results, we can see that our
DNGaussian predicts more fine details and precise geome-
try. FreeNeRF tends to synthesize smooth views that lack
high-frequency details, also the geometry is not as accu-
rate as the depth-supervised SparseNeRF and Our DNGaus-
sian. Although regularized by same depth maps, SparseN-
eRF performs more weak in details and geometry complete-
ness. DNGaussian also has huge improvements in both im-
age geometry quality compared to the well-tuned 3DGS.

DTU. The quantitative results on the DTU 3-view setting
reported in Table 1 show that our method achieves the best
in LPIPS and SSIM, and the second best in Average Error.
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Figure 5. Qualitative Comparison on LLFF. 3DGS [17] fails to synthesize accurate novel views under sparse inputs. The rendering views
from FreeNeRF [51] and SparseNeRF [41] are both smooth but with too many details lost. FreeNeRF further learns a wrong geometry in
complete scenes. Our method learns more complete foreground geometry and renders high-quality novel views with fine details.

Figure 6. Qualitative Comparison on DTU. Our method excels
both in geometry and rendering qualities in difficult areas.

However, we got a lower score in PSNR, which is mainly
due to scale variance and the noise occlusion coming from
the textureless board and background in the scene. In the
qualitative examples in Figure 6, It can be observed that
our method can learn a more correct and complete geome-
try compared with both FreeNeRF and the depth-supervised
SparseNeRF, and produces high-quality details even on dif-
ficult plush and reflective areas.

Blender. To test the fitting ability from surrounding views,
we make an evaluation of the Blender dataset under 8 in-
put views. The scores are reported in Table 2, in which
some data come from FreeNeRF [51] and DietNeRF [15].
Our method has got the best scores in all PSNR, SSIM and

Figure 7. Qualitative Comparison on Blender. The results
demonstrate the strong fitting ability from surrounding views and
reconstruct detailed and complex scenes.

LPIPS. From the qualitative results in Figure 7, it can be
seen that our method synthesizes views with correct geom-
etry and fewer floaters compared to the vanilla 3DGS, and
has a better performance in detail compared to the second-
best FreeNeRF. The results demonstrate that DNGaussian
can not only handle looking-forward scenes like LLFF and
DTU, but also a whole reconstruction of complex objects
with transparent and reflective materials.

Efficiency. We further conduct an efficiency study on the
LLFF 3-view setting with RTX 3090 Ti GPUs to explore
the performance of current SOTA baselines [41, 51] with
limited GPU memories of 24GB/12GB, and training time
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Method FPS Time GPU Mem PSNR↑ LPIPS↓ SSIM↑

FreeNeRF [51] 9×10−2
2.3 h 4×48 GB 19.63 0.308 0.612
2.3 h 24 GB 19.71 0.322 0.603
1.0 h 24 GB 19.66 0.357 0.574

SparseNeRF [41] 9×10−2
1.5 h 32 GB 19.86 0.328 0.624
1.5 h 12 GB 19.95 0.334 0.598
0.5 h 12 GB 19.94 0.341 0.585

Ours 300 3.5 min 2 GB 19.12 0.294 0.591

Table 3. Efficiency Comparison with Limited Resources. Our
method achieves efficient training and the fastest real-time render-
ing while synthesizing competitive high-quality novel views.

Regularization Normalization PSNR ↑ LPIPS ↓ SSIM ↑AP Hard Soft Local Global

✓ 18.14 0.354 0.538
✓ 17.90 0.351 0.525

✓ ✓ 18.31 0.339 0.552
✓ ✓ ✓ 18.68 0.331 0.565

✓ ✓ 18.55 0.324 0.562
✓ ✓ ✓ 19.12 0.294 0.591

Table 4. Ablation Study. We ablate our method on the LLFF
3-view setting. The results show the effect of our contributions.

Figure 8. Visualization Results of Depth Regularization.
Our Hard Depth Regularization significantly improves the high-
frequency details but causes hollows. This drawback can be solved
via the Soft Depth to synthesize fine details. We take the depth
from dense views as the ground truth for comparison.

of 1.0h/0.5h, as shown in Table 3. The top row of each
group represents the default setting of the corresponding
baseline, where the training time is measured by us with
the same number of iterations on a single GPU. While both
FreeNeRF and SparseNeRF perform worse under strict re-
source limitations, our method shows huge advantages in
efficiency, which achieves remarkable accelerations of 25×
on training time and over 3000× on FPS, while synthesiz-
ing competitive quality novel views. Given the necessity
for per-scene optimization and rapid visualization, our high
efficiency holds significant value for practical applications.

4.3. Ablation Study
We ablate our method on the LLFF 3-view setting. The
quantitative results are reported in Table 4 and 5.
Depth Regularization. We ablate our Hard and Soft Depth
Regularization with a plain all-parameter (AP) L2 recon-
struction loss term. To better separately illustrate the effect
of our two types of depth and exclude the influence of shape
freezing, we further visualize a comparison to the situation
only with shape freezing in Figure 8. It has been shown that
the plain depth regularization can not effectively reshape the
scene geometry, which proves the necessity of our method.
Both the qualitative and quantitative results demonstrate our

Figure 9. Visualization Results of Shape Freezing. The synthe-
sized novel view without shape freezing is filled with blurry areas,
which is mainly caused by the over-smooth geometry learned from
the monocular depth (left bottom).

Setting PSNR ↑ LPIPS ↓ SSIM ↑ AVGE ↓
w/o Shape Freezing 17.96 0.363 0.547 0.160
w/o Center Freezing 18.87 0.300 0.584 0.140
All 19.12 0.294 0.591 0.132

Table 5. Ablation Study on Parameter Freezing. The results
demonstrate the necessity of our parameter freezing strategy.

effect on geometry quality and high-frequency details.
Global-Local Depth Normalization. From the result, we
can observe that only adding a global normalization can
also help fitting, which is mainly due to the local patch-
wise loss computation. After the attendance of local nor-
malization, the rendering quality improves especially in de-
tail. These improvements are much more obvious when ap-
plied to our proposed regularization than the all-parameter
regularization that is unsuitable for the fields. The results
correspond to our design and show the effectiveness of our
Global-Local Depth Normalization.
Parameter Freezing. To illustrate the effect of our
parameter-freezing strategy, we also ablate the shape freez-
ing in regularization and center freezing in soft depth cal-
culation. The results are shown in Table 5 and Figure 9.
The visualization illustrates the problem of the depth-color
conflict in Sec.3.2. In the situation without center freezing,
some primitives may move to unexpected places to com-
pensate for the depth loss, which causes lower quality. By
introducing the proposed parameter freezing, we success-
fully relieve the problems and achieve the best results.

5. Conclusion
This paper presents the DNGaussian framework that intro-
duces 3DGS into the few-shot novel view synthesis task by
depth regularization. Due to the space limitation, we have
put more discussions in the supplementary material.
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