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Abstract

Absolute pose regression (APR) estimates global pose

in an end-to-end manner, achieving impressive results in

learn-based LiDAR localization. However, compared to

the top-performing methods reliant on 3D-3D correspon-

dence matching, APR’s accuracy still has room for improve-

ment. We recognize APR’s lack of robust features learn-

ing and iterative denoising process leads to suboptimal re-

sults. In this paper, we propose DiffLoc, a novel frame-

work that formulates LiDAR localization as a conditional

generation of poses. First, we propose to utilize the foun-

dation model and static-object-aware pool to learn robust

features. Second, we incorporate the iterative denoising

process into APR via a diffusion model conditioned on the

learned geometrically robust features. In addition, due to

the unique nature of diffusion models, we propose to adapt

our models to two additional applications: (1) using mul-

tiple inferences to evaluate pose uncertainty, and (2) seam-

lessly introducing geometric constraints on denoising steps

to improve prediction accuracy. Extensive experiments con-

ducted on the Oxford Radar RobotCar and NCLT datasets

demonstrate that DiffLoc outperforms better than the state-

of-the-art methods. Especially on the NCLT dataset, we

achieve 35% and 34.7% improvement on position and ori-

entation accuracy, respectively. Our code is released at

https://github.com/liw95/DiffLoc.

1. Introduction

LiDAR localization is a crucial task for navigation planning,

with a wide range of applications in computer vision, e.g.,

autonomous driving [16], and augmented reality [6]. The

goal of LiDAR localization is to take scanned point clouds

as input and output its 6-DoF pose.

Contemporary state-of-the-art LiDAR localization meth-

ods are structure-based methods, which match points in the

query point cloud to 3D world coordinates. Such 3D-3D

correspondences are established either through scene coor-

dinate regression [17] or feature matching [34, 41]. These
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Figure 1. (a) Absolute pose regression (APR) directly estimates

the poses in a forward pass. (b) Scene coordinate regression (SCR)

predicts correspondences and applies iterative denoising to esti-

mate poses. (c) DiffLoc introduces diffusion models to incorpo-

rate the same inherent spirit of iterative denoising into APR. Here,

T̂k represents the noisy pose of the k
th denoising step.

correspondences are then used to estimate LiDAR pose by

RANSAC [8]. However, these methods are usually costly

in both time and memory [40]. Another approach is abso-

lute pose regression (APR), which directly estimates global

poses through a deep regression network without relying on

preconstructed maps. Therefore, APR becomes favored due

to its low computation and store cost [39].

Despite the initial success, the localization accuracy

of APR is still behind the 3D correspondence matching

method. To illustrate this point, we analyze a recently pro-

posed state-of-the-art method, SGLoc [17], to uncover the

reasons. SGLoc is a LiDAR scene coordinate regression

method, as shown in Fig. 1 (b). It decouples the localiza-

tion process into two distinct stages: correspondence re-

gression and pose estimation through RANSAC. (1) SGLoc

emphasizes that APR lacks scene geometry features, which

are robust and crucial for localization. (2) When com-

paring the fundamental differences between SGLoc and

APR methods, we note that APR performs localization in
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Methods Oxford Radar RobotCar [2] NCLT [24]

SGLoc w/o RANSAC 22.04m/46.95◦ 24.58m/56.05◦

SGLoc w/ RANSAC 3.14m/1.88◦ 1.83m/3.54◦

Table 1. Ablation study of denoising process (RANSAC) in

SGLoc on the Oxford Radar RobotCar [2] and NCLT [24] datasets.

We report the mean error (m/◦).

a single forward pass, as illustrated in Fig. 1 (a). It lacks

the RANSAC-like iterative sampling component, which is

commonly adopted for robust pose estimation.

For (1), to learn a discriminative feature, RangeViT [1]

empirically demonstrates that employing foundation mod-

els in the RGB image domain can enhance LiDAR segmen-

tation performance even with the large domain gap. More-

over, previous studies [11, 36] show that moving objects are

harmful to learning geometrically robust features. This mo-

tivates us to learn foundation model derived robust features

from static objects for LiDAR localization.

For (2), we conduct the ablation study of RANSAC in

SGLoc, as shown in Tab. 1. The average accuracy improve-

ment on position and orientation brought by RANSAC is

89.2% and 94.9%, respectively. These experiments prove

the iterative sampling paradigm is critical for the structure-

based method to achieve accurate results. Further, after an-

alyzing the process of RANSAC, which iteratively removes

outliers in noise data, it is actually a denoising process.

Recently, denoising models, in particular, diffusion mod-

els [10], have demonstrated remarkable success in various

tasks [4, 29, 49], e.g., DiffusionDet [4] achieving object de-

tection by taking it as a denoising process from noisy boxes

to object boxes. It inspires us to investigate the diffusion

model to formulate a denoising process for APR.

In this paper, we propose a novel framework, DiffLoc,

which formulates LiDAR localization as a conditional gen-

eration of poses. We propose two novel designs that bridge

the performance gap between APR and the structure-based

methods. (1) We learn to encode point clouds to capture

robust features. Derived from the foundation model (FM),

we propose a static-object-aware pool (SOAP) to alleviate

the impact from moving objects to learn robust features. (2)

Motivated by RANSAC, we introduce iterative denoising

with APR via a diffusion model conditioned on the features

from (1). As shown in Fig. 1 (c), DiffLoc achieves local-

ization by reversing the original poses from the noisy input

progressively. In addition, due to the uniqueness of diffu-

sion components, we drive two novel applications based on

our modeling. (a) As DiffLoc can generate multiple plau-

sible pose estimates by denoising different random noises,

the variance of estimates is proposed to measure the pose

uncertainty. (b) Due to the multi-step denoising nature of

diffusion models, we introduce geometric constraints of rel-

ative poses on denoising steps to improve the accuracy of

pose estimation.

Our contributions can be summarized as follows:

• Derived from the foundation model, DINO [25] in this

work, we propose SOAP, which learns robust features

and alleviates the negative impacts of moving objects.

• Motivated by RANSAC, we model LiDAR localiza-

tion as a denoising process, from noisy to ground-truth

poses, via a diffusion model, leading to significant per-

formance improvements.

• Based on the uniqueness of diffusion models, includ-

ing noise-driven inference and multi-step denoising,

we propose to adapt our models to two additional ap-

plications: (a) evaluating pose uncertainty by aggre-

gating multiple inferences and (b) enhancing the per-

formance by geometric constraints to denoising steps.

• Extensive experiments on Oxford Radar RobotCar [2]

and NCLT [24] datasets demonstrate the great ef-

fectiveness of our methods. In particular, we show

that DiffLoc outperforms state-of-the-art methods by

35%/34.7% on the NCLT dataset.

2. Related work

2.1. Structure­based localization

Structure-based localization methods rely on 3D matching

between the LiDAR point cloud and the 3D world coor-

dinates to estimate the pose. These matches are estab-

lished through feature descriptor matching [5, 15, 34, 41–

43, 45] or regressing [17]. Descriptor-based methods can

be further classified into retrieval-based [15, 34, 42, 43] and

registration-based methods [5, 41, 45]. They need to store

the point cloud descriptors for pose estimation. The re-

cently proposed SGLoc [17] utilizes the network to regress

the correspondences and uses RANSAC [8] for pose esti-

mation, achieving state-of-the-art performance. However,

since only the first stage is trainable, the method’s accuracy

is significantly affected by RANSAC.

2.2. Absolute pose regression

Absolute pose regression methods train CNNs to estimate

the pose of input data, effectively encoding the scene

through the network’s parameters [3, 13, 14, 22, 31, 36, 38].

APR usually follows the same pipeline [30]. Specifically,

they first use CNNs to learn the high-dimension feature de-

scription of scenes and then regress its poses.

Since LiDAR is robust to illumination change, LiDAR-

based APR achieves impressive results on large-scale out-

door scenes. PointLoc [40] is the first LiDAR-based APR

method, which encodes features by PointNet++ [27] fol-

lowed by self-attention modules. The paper [47] proposes

four methods with different feature learners. Some stud-

ies [46, 48] explore sequence constraints and achieve sig-

nificant improvement. HypLiLoc [39] is the state-of-the-

art APR method, which fuses multi-modal features in both
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Figure 2. Illustration of DiffLoc framework during inference. First, N frame point clouds are projected into 2D images with range projec-

tion. Then, for the ith image, we use the foundation model and static-object-aware pool to learn the robust feature F
i

P . We also generate

the denoising step embedding F
k

D for each k
th denoising step. Next, we sample N noisy poses (T̂ i

K)Ni=1 from Gaussian distribution and

feed these to the denoiser K times to obtain the final poses, where the denoiser is also conditioned on F
i

P and F
k

D at each step, to obtain

the prediction poses (T̂ i

0)
N

i=1.

hyperbolic-Euclidean spaces, achieving promising results.

2.3. Diffusion models

Diffusion models are a type of deep generative model,

which initiate from the random distribution and recover the

data sample via a gradual denoising process. Specifically,

in the training stage, Gaussian noise is gradually introduced

to the ground truth sample. At the inference stage, diffusion

models generate samples by reversing the original sample

from the noisy input. They demonstrate remarkable results

in many applications [4, 18, 20, 21, 23, 37, 49, 50]. In this

paper, we recognize that diffusion models, given their itera-

tive refinement properties, are especially suitable for model-

ing denoising processes for APR to bridge the performance

gap between the structure-based methods.

3. Method

LiDAR-based APR shows impressive results in localiza-

tion. However, its accuracy still lags behind structure-based

methods due to its lack of robust feature learning and the

iterative denoising process. In this paper, we propose Dif-

fLoc, which utilizes the foundation model to learn robust

features guided by static objects, and incorporate the itera-

tive denoising process via a diffusion model, to bridge the

performance gap (Sec. 3.1). Further, due to the uniqueness

of diffusion models, we propose to adopt DiffLoc to two

additional applications: (1) aggregating multiple inferences

to evaluate pose uncertainty, and (2) seamlessly introduc-

ing geometric constraints on denoising steps to enhance the

performance (Sec. 3.2).

3.1. DiffLoc

We now elaborate DiffLoc, as shown in Fig. 2, which can

be divided into three key components. (1) A range pro-

jection preprocessor is employed to convert point clouds

into images, preparing the input data for the foundation

model. (2) A feature learner, derived from a foundation

model DINO [25], learns to discriminatively encode the im-

age. We propose a static-object-aware pool module, which

can learn robust features. (3) A denoiser, actually a diffu-

sion model conditioned on the input image encoded in Step

(2), learns to recover the pose.

Range projection. To leverage the potent representation

learning capabilities of the foundation model, we use the

2D range image representation for the input point clouds.

Specifically, for the given tuple P =
(

P i
)N

i=1
of N ∈ N

input point clouds with Cartesian coordinates (x, y, z), each

point cloud is projected onto a range image as follows:

(

h

w

)

=





1

2

[

1− arctan(y, x)π−1
]

W

[

1−
(

arcsin(z, r−1) + |fdown|f−1
v

)]

H



 ,

(1)
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where (h,w) and (H,W ) represent the pixel coordinates

and size of the projected image, respectively. fv = fup +
fdown indicates the LiDAR sensor’s vertical field-of-view.

r =
√

x2 + y2 + z2 signifies the range of each point. For

generating the range image, we store (r, x, y, z, i) for each

projected point. When multiple points are projected onto

the same pixel, we retain only the features of the point with

the smallest range. If a pixel has no points projected onto it,

we fill it with zeros.

Feature learner. As mentioned earlier, APR methods

cannot encode robust features effectively. This is an im-

portant reason for its suboptimal performance compared to

structure-based methods [17]. Therefore, a robust feature

learner is important for APR methods. Previous studies

[1, 11, 28, 36] suggest that foundation models in images

can improve the performance of point cloud tasks, inspiring

us to investigate foundation models for LiDAR localization.

Firstly, to bridge the potential domain gap between range

images and RGB images, we use the non-linear convolu-

tional stem [44] to replace the embedding layer. Then, the

output is fed to a ViT [7], which is used by DINO, to get

the feature map F ∈ R
M×C , where M and C are the to-

ken number (without classification token) and feature di-

mension, respectively.

Subsequently, aiming to enhance the robustness over

moving objects, we introduce a static-object-aware pool

(SOAP) module. As shown in Fig. 2, the SOAP module

takes the F as its input. We use the fully connected (FC)

layer to squeeze the channel of F to 1 and employ the sig-

moid operator to scale the feature to the range of 0 to 1.

This process yields the static-object-aware attention mask,

guiding the foundation model focus on static regions, e.g.,

buildings. Then, we conduct the dot product and addition

operation with F to achieve a robust feature. Finally, we

use global average pooling (GAP) to obtain the global fea-

ture FP . The output can be expressed as follows:

FP = GAP(F + σ (FC (F ))⊙ F ) , (2)

where σ is the sigmoid function and ⊙ denotes dot produc-

tion. To ensure the attention mask generated appropriately

emphasizes static objects, optimization during the training

stage is conducted using pregenerated masks. Following

SGLoc [17], we leverage the pretrained SPVCNN [33] to

segment the moving objects.

Denoiser. As analyzed in the introduction section, an-

other significant factor contributing to APR’s suboptimal

accuracy is its reliance on performing localization in a sin-

gle forward pass, lacking the denoising process found in

methodologies such as RANSAC. Therefore, drawing in-

spiration from diffusion models, we integrate denoising-like

process in structure-based methods into APR.

DiffLoc models LiDAR localization as a denoising pro-

cess from noisy poses to true poses via a diffusion model

conditioned on encoded range images, which is achieved

by our feature learner. During training, DiffLoc constructs

a diffusion process represented by T0, T1, . . . , TK from

the ground truth pose T0 to a nearly pure noise TK . Con-

versely, during inference, it constructs a denoising process

represented by T̂K , T̂K−1, . . . , T̂0 from a pure noise T̂K to

the pose prediction T̂0. The inference flowchart is shown

in Fig. 2. We now elaborate on the training and inference

process of DiffLoc.

During the training stage, the denoiser, i.e., a diffusion

model, is trained to learn the underlying distribution of Li-

DAR poses by recovering the ground truth pose from its

corrupted version. Specifically, in each training iteration,

a random diffusion step, denoted as k ∈ {1, 2, ...,K}, is

chosen. With a predefined variance schedule β1, ..., βk, we

introduce noises to the ground truth pose T0 following the

cumulative noise schedule, resulting in the noisy pose Tk.

q (Tk|T0) = N
(

Tk;
√
αkT0, (1− αk) I

)

,

Tk =
√
αkT0 +

√
1− αkϵ, ϵ ∼ N (0, I) ,

(3)

denoting αk = 1 − βk and αk =
∏k

i=1 αi. Then, denoiser

Dθ predicts ϵ to remove noise progressively. We implement

the denoiser Dθ by a transformer T :

Dθ (Tk, k,P) = T
(

[

T i
k, F

k
D, F i

P

]N

i=1

)

, (4)

where [ ] denotes the concatenate operation, and the input

of T is the sequence of noisy pose tuples T i
k, unique step

embedding F k
D, and feature embedding F i

P . F k
D denotes the

kth denoising step generated via the sinusoidal function.

During the inference stage, the trained Dθ can adapt to

sequences with arbitrary noise levels. Therefore, we initiate

the process with a pure noise sequence T̂K and gradually

reduce the noise. To accelerate the inference process, we

utilize DDIM [32] to update the poses as:

T̂k−1 =
√

αk−1

(

T̂k −√
1− αkDθ√
αk

)

+
√

1− αk−1Dθ,

(5)

where the T̂k−1 is sent into the denoiser Dθ for the next

step. This iterative denoising process will be repeated until

reaching T̂0 at the end, which well approximates the under-

lying ground truth and is regarded as the final prediction.

Loss function. The output of DiffLoc consists of poses

and static object masks. Therefore, the total loss function

L should contain both denoising and segmentation compo-

nents. Specifically, we employ L1 loss to guide the model in

predicting noise variable ϵ as Ldiff = ∥Dθ (Tk, k,P)− ϵ∥1,

where the Tk and ϵ are defined in Eq. (3). Binary cross-

entropy loss is used to optimize the SOAP module Lseg.

The final loss is formulated as L = Ldiff + Lseg.
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Figure 3. Workflow of the pose uncertainty evaluation.

3.2. Diffusion­derived Applications

The Diffusion model has unique modeling components,

e.g., random noise-driven inference, and multi-step denois-

ing process. We delve deeper into investigating these unique

components, based on which we propose to use this unique-

ness for pose uncertainty evaluation and geometric con-

straint optimization.

Pose uncertainty evaluation. Previous efforts [11, 12]

attempt to deactivate certain neurons during inference ran-

domly, i.e., Monte Carlo dropout [9], and then calculate

the mean and variance through multiple inferences to es-

timate uncertainty. We show that DiffLoc can easily be im-

plemented for pose uncertainty evaluation by aggregating

multiple inferences without any other changes.

In the inference stage, the noisy pose is sampled from

a standard distribution, leading to considerable variability

between different runs of the inference method on the same

inputs. Consequently, we can execute the inference multiple

times and subsequently calculate the mean and variance for

pose uncertainty evaluation, as illustrated in Fig. 3. Our

experiments reveal a high correlation between the pose error

and uncertainty (see Fig. 6).

Geometric constraint optimization. We show that Dif-

fLoc can further increase the accuracy by leveraging geo-

metric constraints between relative poses from the odome-

try, called geometric constraint-guided denoising (GCGD).

To this end, we use the relative poses from the odometry

and guide denoising iterations so that the estimated poses

satisfy the geometric constraints of relative poses. Specifi-

cally, suppose the T i,j denote the relative pose between two

frames
(

P i, P j
)

from the odometry, and denote
(

T̂ i, T̂ j
)

the corresponding LiDAR poses. We can evaluate the geo-

metric consistency by the relative pose T i,j ∈ R error as:

eij
(

T̂ i, T̂ j , T i,j
)

= ∥T i,j − T̂ i,j∥2, (6)

where T̂ i,j is the relative pose between the LiDAR poses.

Next, we follow the guidance diffusion to guide the de-

noising to minimize relative pose error to satisfy the ge-

ometric constraints. In each denoising iteration, classifier

guidance perturbs the predicted noise with a gradient of T̂k

conditioned guidance distribution p
(

P|T̂k

)

:

D̂θ

(

T̂k, k,P
)

= Dθ

(

T̂k, k,P
)

−
√
1− αk∇T̂k

logp
(

P|T̂k

)

,

(7)

where D̂θ replaces Dθ for update the poses for the next

step. Follow [37], p
(

P|T̂k

)

can be modeled as p
(

P|T̂k

)

∝
∏

i,j exp
(

−ei,j
)

.

4. Experiment

4.1. Experimental setup

Datesets and metrics. We evaluate DiffLoc for LiDAR lo-

calization on two large-scale outdoor benchmark datasets:

Oxford Radar RobotCar [2] and NCLT [24]. As the evalua-

tion metric, we use the mean position orientation error.

Oxford Radar RobotCar (Oxford) is an urban scene

localization dataset [2], each trajectory spanning approxi-

mately 10km. It provides data from various sensors, in-

cluding the LiDAR, camera, Radar, and GPS/INS. In our

method, we use only LiDAR information. Oxford dataset

encompasses diverse weather and traffic conditions, mak-

ing it ideal for a comprehensive evaluation of the models.

NCLT is a campus area localization dataset, each tra-

jectory spanning about 5.5km. It consists of data from the

LiDAR, omnidirectional camera, and GPS/INS. In our ex-

periments, we use only LiDAR information. NCLT dataset

covers a one-year data collection period, encompassing di-

verse seasonal environmental changes. It presents a range

of scenarios, including both outdoor and indoor scenes with

varying structural complexities, offering a robust evaluation

for localization algorithms.

Implementation details. Our DiffLoc is implemented

with Pytorch [26]. The foundation model DINOv2 [25]

with ViT-S/16 backbone [7] is used for feature learning.

For the denoiser, the Transformer [35] consists of 8 encoder

layers with 4 attention heads for feature aggregation. The

latent embedding dimension is 512. The range image size

and patch size are set to [32, 512] and [4, 16], respectively.

We define the total steps K = 100. We use a batch size

of 28. The input point cloud sequence is a tuple of size 3

with a spacing of 2 frames. We train DiffLoc 150 epochs

with the AdamW optimizer [7], which uses a single-cycle

cosine annealing strategy [19] with a linear warm-up. The

warm-up epoch and peak learning rate are set to 5 and 5e−4,

respectively. We train the model using 4 RTX 3090 GPUs.

On the Oxford dataset, we configure the iterative denoising

steps to be 10. On the NCLT dataset, this value is set to 15.

Baselines and comparisons. To validate the perfor-

mance of DiffLoc, we conduct a comparative analysis with

several state-of-the-art learning-based LiDAR localization

methods. For the structure-based localization, we chose

PointNetVLAD (PNVLAD) [34] and DCP [41], which are
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Methods Mech. 15-13-06-37 17-13-26-39 17-14-03-00 18-14-14-42 Average [m/◦] Ranks

PNVLAD [34] S 18.14/3.28 24.57/3.08 19.93/3.13 15.59/2.63 19.56/3.03 12/11

DCP [41] S 16.04/4.54 16.22/3.56 14.87/3.45 12.97/3.99 15.03/3.89 11/12

SGLoc [17] S 3.01/1.91 4.07/2.07 3.37/1.89 2.12/1.66 3.14/1.88 1/6

PointLoc [40] A 12.42/2.26 13.14/2.50 12.91/1.92 11.31/1.98 12.45/2.17 9/8

PosePN [47] A 14.32/3.06 16.97/2.49 13.48/2.60 9.14/1.78 13.48/2.48 10/10

PosePN++ [47] A 9.59/1.92 10.66/1.92 9.01/1.51 8.44/1.71 9.43/1.77 7/5

PoseMinkLoc [47] A 11.20/2.62 14.24/2.42 12.35/2.46 10.06/2.15 11.96/2.41 8/9

PoseSOE [47] A 7.59/1.94 10.39/2.08 9.21/2.12 7.27/1.87 8.62/2.00 6/7

STCLoc [46] A 6.93/1.48 7.55/1.23 7.44/1.24 6.13/1.15 7.01/1.28 5/3

NIDALoc [48] A 5.45/1.40 7.63/1.56 6.68/1.26 4.80/1.18 6.14/1.35 4/4

HypLiLoc [39] A 6.88/1.09 6.79/1.29 5.82/0.97 3.45/0.84 5.74/1.05 3/2

DiffLoc (Ours) A 3.57/0.88 3.65/0.68 4.03/0.70 2.86/0.60 3.53/0.72 2/1

Table 2. Oxford dataset comparison with the state-of-the-art methods. The mechanism (Mech.) S/A denotes the structure-based localiza-

tion/absolute pose regression. We highlight the best and second-best results.

(a) NIDALoc (7.63m, 1.56°) (b) HypLiLoc (6.79m, 1.29°) (c) SGLoc (4.07m, 2.07°) (d) DiffLoc (3.65m, 0.68°)

Figure 4. LiDAR localization results on the Oxford [2] dataset. The ground truth and prediction are black and red lines, respectively. The

star denotes the first frame. The caption of each subfigure shows the mean position error (m) and orientation error (◦).

the popular retrieval-based and registration-based meth-

ods. We also compare to SGLoc [17], which is a cur-

rent state-of-the-art method in LiDAR localization. For

the absolute pose regression, PointLoc [40], PosePN [47],

PosePN++ [47], PoseMinkLoc [47], PoseSOE [47] and Hy-

pLiLoc [39] are chosen as comparison methods, which take

a single-frame point cloud as input. Moreover, we also com-

pare with multi-frame based APR, e.g., STCLoc [46] and

NIDALoc [48]. Note HypLiLoc is the current state-of-the-

art LiDAR-based APR method.

4.2. Comparison with state­of­the­art methods

Results on the Oxford dataset. We first evaluate the pro-

posed DiffLoc on the Oxford dataset, as shown in Tab. 1.

We report the mean position and orientation error across

all test trajectories and the respective ranking (where top-

1 corresponds to the smallest error). Our method archives

3.53m/0.72◦ average error, which ranks second and first in

position and orientation, respectively. Moreover, we get the

best performance in 5 out of 8 metrics of four trajectories.

Compared to the HypLiLoc, the LiDAR-based state-of-the-

art APR method, DiffLoc improves by 38.5%/31.4%. Even

when compared to a current state-of-the-art structure-based

method, SGLoc, DiffLoc shows sufficient competitiveness.

Specifically, although our positional accuracy is 12.4% be-

hind, our orientation accuracy is significantly improved by

61.7%. Moreover, DiffLoc reduces the orientation error to

within 1◦ on all trajectories.

Fig. 4 illustrates the trajectories predicted by the top 4

methods in Tab. 2 on 17-13-26-39 with mean position er-

ror (m) and orientation error (◦). Compared to APR meth-

ods, e.g., NIDALoc and HypLiLoc, DiffLoc gains signifi-

cant improvements. The trajectories of SGLoc and DiffLoc

closely align with ground truth. However, there are notice-

able outliers in SGLoc, which renders its results unreliable

in these regions. In contrast, DiffLoc offers a clean trajec-

tory, indicating its capacity to produce more robust results.

Results on the NCLT dataset. We next test DiffLoc

on the NCLT dataset. Tab 3 summarizes the results of

all methods with mean position and orientation errors, and

the ranking. Our method archives 1.19m/2.31◦ average er-

ror, which ranks the first compared to comparison methods,

achieving the smallest position and orientation errors. Fur-

ther, DiffLoc obtains the best performance in all metrics of

four test trajectories. Compared to HypLiLoc, whose result

is 1.95m/3.16◦, DiffLoc gets a 39%/26.9% significant im-

provement. Even compared to SGLoc, our improvement is

remarkable. Specifically, our results raise 35% and 34.7%

on position and orientation, respectively. On the trajectory

of 2012-05-26, DiffLoc outperforms SGLoc by a large mar-

gin, with a 50.7%/48.7% improvement. Moreover, DiffLoc

reduces the error to the level of the sub-meter on all scenes
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Methods Mech. 2012-02-12 2012-02-19 2012-03-31 2012-05-26 Average [m/◦] Ranks

PNVLAD [34] S 7.75/6.49 7.47/5.49 6.98/5.67 14.34/7.93 9.14/6.40 10/11

DCP [41] S 9.84/6.84 8.27/5.16 8.94/5.96 15.62/7.99 10.67/6.49 12/12

SGLoc [17] S 1.20/3.08 1.20/3.05 1.12/3.28 3.81/4.74 1.83/3.54 2/4

PointLoc [40] A 7.23/4.88 6.31/3.89 6.71/4.32 10.02/5.32 7.57/4.60 8/7

PosePN [47] A 9.45/7.47 6.15/5.05 5.79/5.28 13.47/7.77 8.72/6.39 9/10

PosePN++ [47] A 4.97/3.75 3.68/2.65 4.35/3.38 9.59/4.49 5.65/3.57 6/5

PoseMinkLoc [47] A 6.24/5.03 4.87/3.94 4.23/4.03 10.32/6.52 6.42/4.88 7/8

PoseSOE [47] A 13.09/8.05 6.16/4.51 5.24/4.56 12.60/7.67 9.27/6.20 11/9

STCLoc [46] A 4.91/4.34 3.25/3.10 3.75/4.04 8.67/5.23 5.15/4.18 5/6

NIDALoc [48] A 4.48/3.59 3.14/2.52 3.67/3.46 6.60/4.56 4.47/3.53 4/3

HypLiLoc [39] A 1.71/3.56 1.68/2.69 1.52/2.90 2.90/3.47 1.95/3.16 3/2

DiffLoc (Ours) A 0.99/2.40 0.92/2.14 0.98/2.27 1.88/2.43 1.19/2.31 1/1

Table 3. NCLT dataset comparison with the state-of-the-art methods. The mechanism (Mech.) S/A denotes the structure-based localiza-

tion/absolute pose regression. We highlight the best and second-best results.

(b) HypLiLoc (1.71m, 3.56°) (d) DiffLoc (0.99m, 2.40°)(a) NIDALoc (4.48m, 3.59°) (c) SGLoc (1.20m, 3.08°)

Figure 5. LiDAR localization results on the NCLT dataset [24]. The ground truth and prediction are black and red lines, respectively. The

star denotes the first frame. The caption of each subfigure shows the mean position error (m) and orientation error (◦).

(except 2012-05-26). Also, the orientation error is reduced

to less than 3◦. Results show DiffLoc can perform local-

ization well on the NCLT dataset with mixed indoor and

outdoor scenes and achieves state-of-the-art performance.

We visualize the trajectories predicted by the top 4 meth-

ods in Tab. 3 on 2012-02-12. As shown in this figure, the

trajectory of DiffLoc is closer to the ground truth, and it

has fewer wrong predictions (outliers). This further demon-

strates the effectiveness of the proposed DiffLoc, which

consistently produces robust localization results, even when

dealing with the challenging NCLT dataset.

Results with pose uncertainty evaluation. We inves-

tigate the impact of DiffLoc on pose uncertainty evalu-

ation on the 2012-05-26 trajectory of the NCLT dataset.

Given the distinct differences between this trajectory and

the training data, it contains more outliers, providing a suit-

able scene for exploring the relationship between estimated

pose uncertainty and localization error. We initially gen-

erate final poses multiple times, each time with different

initial noise poses. Subsequently, we aggregate these re-

sults, calculating both the mean and variance. The com-

puted variance is utilized for pose uncertainty evaluation.

Specifically, we summarize the inferences 10 times, illus-

trating the relationship between position error and variance,

as shown in Fig. 6. It is evident that there is a high correla-

tion between error and variance. It’s important to note that
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Figure 6. Pose uncertainty evaluation results. We show the re-

lationship between position error and variance on the 2012-05-26

trajectory of the NCLT dataset.

only the denoiser requires multiple inferences, as the feature

learner is deterministic. This experiment demonstrates that

DiffLoc can effectively be employed for uncertainty evalu-

ation, showcasing its extensibility.

Results with geometric constraint. We show that

DiffLoc can further increase the accuracy via geometric

constraint-guided denoising (GCGD). In this experiment,

we use an SGD optimizer with the learning rate of 1e−3.

To avoid spurious local minima, we apply this strategy to

the last 5 denoising steps. During each step, we adjust the

denoising by running 100 GCGD iterations. As illustrated

in Tab. 4, DiffLoc with GCGD achieves an average error

of 3.36m/0.62◦, with an improvement of about 0.2m/0.1◦.
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Methods 15-13-06-37 17-13-26-39 17-14-03-00 18-14-14-42

DiffLoc 3.57m/0.88◦ 3.65m/0.68◦ 4.03m/0.70◦ 2.86m/0.60◦

DiffLoc+GCGD 3.46m/0.79◦ 3.46m/0.59◦ 3.80m/0.58◦ 2.71m/0.53◦

Table 4. Results with geometric constraint. GCGD: Geometric

constraint-guided denoising.

FM SOAP Denoising Oxford (m/◦) NCLT (m/◦)

1 6.64/1.55 7.11/8.06

2 ✓ 4.80/1.13 3.07/4.65

3 ✓ ✓ 4.15/1.07 2.91/4.55

4 ✓ ✓ 3.74/0.78 1.90/3.16

5 ✓ ✓ ✓ 3.53/0.72 1.19/2.31

Table 5. Ablation study on the Oxford and NCLT datasets. FM:

Using the foundation model to learn features. SOAP: Using static-

object-aware pool to guide feature reweight. Denoising: Using

iterative denoising process to achieve localization.

This experiment demonstrates that DiffLoc can combine

with odometry, leading to further improvements by incorpo-

rating relative pose constraints, showcasing its extensibility.

4.3. Ablation study

Study on FM. As shown in Tab. 5 between Row 1 and Row

2, using FM for feature learning brings a large improvement

compared with the vanilla model without any proposed

modules. On the Oxford dataset, it gains a 27.7%/27.1%

increase on position and orientation accuracy, respectively.

It even performs competitively with HypLiLoc, achieving a

mean error of 4.80m/1.13◦ vs. 5.74/1.05◦. On the NCLT

dataset, FM also leads to a significant improvement. This

study shows that harnessing FM pretrained on images can

help improve LiDAR localization accuracy. This discov-

ery is encouraging, as it suggests that we can accomplish

model pretraining for LiDAR localization by leveraging a

vast dataset of readily available, real crowdsourced maps.

Study on SOAP. We further conduct ablation experi-

ments to demonstrate the importance of SOAP. On the Ox-

ford and NCLT datasets, the comparison between Row 2

and Row 3 shows SOAP obtains an average improvement of

9.4% on position accuracy. Moreover, from Row 5 and Row

4, when our method with denoising module, SOAP still

brings an average 0.46m/0.46◦ improvement. This shows

that SOAP can further improve accuracy by guiding the

learned feature reweighted by static objects.

Study on Denoising. The denoising results are reported

in Row 4 and Row 5 in Tab. 5. Compared to Row 4 and

Row 2, this module achieves a significant increase on the

Oxford and NCLT datasets, with an average improvement

of 30.1% on position and 31.5% on orientation accuracy.

Moreover, compared to Row 5 and Row 3, it yields an av-

erage progress of 37%/41%. By using denoising, the aver-

age orientation error is reduced to within 1◦ and 3◦ on the

Oxford and NCLT datasets, respectively. This significant

improvement verifies the effectiveness of our modeling Li-

Denosing Steps Oxford (m/◦) NCLT (m/◦) Runtime (ms)

2 13.76/3.40 8.68/6.81 16

4 4.03/0.80 1.57/2.58 22

6 3.68/0.80 1.33/2.38 25

8 3.54/0.74 1.30/2.35 29

10 3.53/0.72 1.26/2.33 33

15 3.51/0.74 1.19/2.31 44

20 3.50/0.72 1.19/2.30 53

Table 6. Ablation study of the number of denoising steps.

DAR localization as a denoising process.

Study on denoising steps. After training the model, the

DiffLoc can adopt an arbitrary number of iterative denois-

ing steps. To explore the impact of the number of iterative

steps on the final performance, we experiment with differ-

ent steps and report the results in Tab. 6. It is clear that

more iteration steps result in better performance. We also

report the time consumption of different steps. The opti-

mal step is 10 as any more samples than it does not sig-

nificantly improve performance. The running time at this

step is 33ms, which is less than SGLoc with 38ms, achiev-

ing real-time performance. On the NCLT dataset, the opti-

mal step is chosen as 15. The running time is about 44ms,

much faster than SGLoc (75ms), also achieving real-time

performance. Although compared to HypLiLoc (21ms), our

DiffLoc is slower. However, in practice, the number of de-

noising steps can be adjusted flexibly without retraining the

model. Specifically, when the step is 4, the running time

of DiffLoc is only 22ms, outperforming HypLiLoc with

4.03m/0.80◦ vs. 5.74m/1.05◦ on the Oxford dataset, and

1.57m/2.58◦ vs. 1.95m/3.16◦ on the NCLT dataset.

5. Conclusion

In this paper, we explore and address the problem of lack-

ing robust feature learning and iterative denoising process

of APR. These are the most important factors for the perfor-

mance gap between APR and structure-based methods. We

propose a novel framework, DiffLoc, which treats LiDAR

localization as a conditional generation of LiDAR poses.

Specifically, for the first factor, we utilize the generalization

capability of the foundation model for robust feature learn-

ing and propose SOAP to guide it to focus on the static ob-

jects in scenes. To solve the second challenge, we creatively

incorporate an iterative denoising process to APR via a dif-

fusion model. In addition, we show two attractive properties

of DiffLoc, which can be used to evaluate pose uncertainty

by aggregating multiple inferences and further improve the

accuracy by utilizing geometric constraints. Extensive ex-

periments demonstrate the effectiveness of our methods.
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