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Abstract

In the realm of video object segmentation (VOS), the
challenge of operating under low-light conditions persists,
resulting in notably degraded image quality and compro-
mised accuracy when comparing query and memory frames
for similarity computation. Event cameras, characterized
by their high dynamic range and ability to capture motion
information of objects, offer promise in enhancing object
visibility and aiding VOS methods under such low-light con-
ditions. This paper introduces a pioneering framework tai-
lored for low-light VOS, leveraging event camera data to
elevate segmentation accuracy. Our approach hinges on
two pivotal components: the Adaptive Cross-Modal Fu-
sion (ACMF) module, aimed at extracting pertinent fea-
tures while fusing image and event modalities to mitigate
noise interference, and the Event-Guided Memory Match-
ing (EGMM) module, designed to rectify the issue of in-
accurate matching prevalent in low-light settings. Addi-
tionally, we present the creation of a synthetic LLE-DAVIS
dataset and the curation of a real-world LLE-VOS dataset,
encompassing frames and events. Experimental evalua-
tions corroborate the efficacy of our method across both
datasets, affirming its effectiveness in low-light scenarios.
The datasets are available at https://github.com/
HebeiFast/EventLowLightVOS.

1. Introduction
Video Object Segmentation (VOS) refers to a computer vi-
sion domain focusing on algorithms for segmenting ob-
jects within a sequence of video frames. Its applications
span across various fields such as autonomous driving,
surveillance, and interactive video editing [29, 37]. VOS
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is commonly classified into two categories, contingent on
the availability of annotation for the initial frame: semi-
supervised and unsupervised VOS. Our research primarily
delves into the realm of semi-supervised VOS.

Under low-light conditions, insufficient illumination
gives rise to a diminished level of detail and compromised
color accuracy. Conventional VOS methods [5, 6, 12, 34],
predicated upon the availability of high-quality visual in-
puts, tend to exhibit a marked decline in performance when
confronted with such challenging lighting circumstances.

Unlike traditional imaging methods, event cameras sig-
nify a fundamental change and offer significant advantages
in demanding lighting scenarios [11, 13, 39]. These cam-
eras excel in high dynamic range and provide detailed edge
and movement data for objects [2]. These unique features
are crucial in segmenting video objects under low-light con-
ditions. Despite their impressive capabilities, event cam-
eras lack the ability of capture texture and color informa-
tion, which limits their effectiveness in segmentation tasks.
Hence, our paper aims to explore the integration of event-
based and frame-based modalities to improve VOS, partic-
ularly in challenging low-light environments.

In pursuit of event-assisted low-light VOS, three pivotal
challenges must be addressed: (i) The absence of a dedi-
cated dataset tailored to low-light conditions for video ob-
ject segmentation, encompassing both frames and events.
Existing datasets are captured in standard lighting, leading
to a significant gap in accurately representing low-light sit-
uations. (ii) Effectively exploiting complementary informa-
tion from frame and event modalities under low-light con-
ditions remains a complex task. Traditional approaches to
integrate this data fall short due to inherent noise in low-
light settings, necessitating the development of a more ro-
bust integration strategy for these modalities. (iii) Optimiz-
ing the utilization of event assistance for matching poses
a substantial challenge. Current methods [5, 32, 33] focus
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on enhancing the matching mechanism, assuming normal
lighting conditions and relying solely on image data. Con-
sequently, exploring effective means of leveraging event as-
sistance in low-light scenarios becomes essential.

To tackle the above challenges, we build low-light
datasets and introduce a novel end-to-end framework de-
signed for low-light VOS, filling a critical research gap
in VOS. For low-light VOS data, we construct a synthetic
Low-Light Event DAVIS (LLE-DAVIS) dataset and collect
a Low-Light Event Video Object Segmentation (LLE-VOS)
dataset. These datasets serve as an important foundation for
improving VOS techniques for low-light conditions. For
our framework, we propose the adaptive cross-modal fu-
sion (ACMF) module to combine complementary informa-
tion by learning the adaptive filters to select useful infor-
mation between two modalities. Besides, we propose an
event-guided memory matching (EGMM) to solve the inac-
curate matching mechanism. Our EGMM utilizes a joint ap-
proach of mask and event to guide the network in matching
the target areas of memory, thereby enhancing the matching
accuracy. We evaluate our method on the synthetic LLE-
DAVIS dataset and LLE-VOS dataset. Experiments show
our significant effectiveness, setting new standards for per-
formance on both the LLE-DAVIS (62.8%) and LLE-VOS
(67.8%) datasets.

In brief, our contributions are summarized as follows:
• We propose the first event-based low-light VOS frame-

work by utilizing the unique properties of event cameras.
• The first real-world event-based low-light VOS dataset

is constructed, which contains event streams and frames
captured under low-illumination scenarios, clear images
and accurate annotations.

• We elaborately design two components, i.e., an adaptive
cross-modal fusion module and an event-guided memory
matching module, for adaptively fusing the information
of both frame and event modalities and enhancing the mo-
tion features for the matching module.

• Both quantitative and qualitative results over synthetic
and real-world datasets showcase that our proposed
method outperforms existing state-of-the-art methods.

2. Related Work

2.1. Video Object Segmentation

In the field of VOS, there are three categories of meth-
ods: online fine-tuning-based methods, propagation-based
methods, and matching-based methods. Online fine-tuning-
based methods [3, 21, 31] concentrate on adjusting pre-
existing segmentation networks during the evaluation phase
to align them with the specific object being targeted.
Propagation-based methods [4, 9, 18, 32, 35] aim to expe-
dite testing time by employing the mask from the previous
frame to predict the mask for the current frame. Meanwhile,

Matching-based methods, highlighted in [5, 6, 16, 20, 23,
24, 33, 34], ascertain pixel classification by evaluating its
resemblance to the target object across memory frames.

2.2. Event Segmentation

There has been a growing interest in tailoring segmentation
methods for event cameras, considering their advantageous
features. Specifically, in event-based motion segmentation
and event-based semantic segmentation. Stoffregen et al.
[26] proposed a distinctive per-event segmentation method
aimed at estimating event-object associations. Mitrokhin
et al. [17] introduced a graph convolutional neural net-
work to address the challenge of accurately analyzing dy-
namic scene evolution over time. Zhou et al. [40] devel-
oped an approach to tackle motion segmentation in event-
based camera data by minimizing energy and fitting multi-
ple motion models. On the other hand, Alonso et al. [1]
presented a novel representation of event data and released
a new semantic dataset for event-based semantic segmenta-
tion. Additionally, Sun et al. [27] proposed an unsupervised
domain adaptation method for transferring semantic seg-
mentation tasks from labeled image datasets to unlabeled
event data. Moreover, Xia et al. [30] introduced an un-
supervised cross-domain framework for effective nighttime
semantic segmentation. Despite these advancements, a pre-
vailing challenge lies in the inability of these methods to
consistently track specific objects throughout entire video
sequences. This limitation signifies a significant area neces-
sitating further enhancement and future research endeavors.

2.3. Low-Light Event Application

Numerous studies [13, 14, 25, 38, 39] have delved into
the potential of event cameras under low-light conditions.
Zhang et al. [36] proposed an unsupervised domain adapta-
tion network aimed at reconstructing images captured by
event cameras in low-light conditions to resemble those
taken during daylight. Jiang et al. [10] introduced a frame-
work utilizing event cameras’ superior dynamic range to
produce clear images in near-darkness by integrating un-
derexposed frames and event streams. Liu et al. [14] pro-
posed a novel method for enhancing low-light videos using
synthetic events from multiple frames, addressing the arti-
facts in extreme low light or fast-motion scenarios. Liang
et al. [13] suggested a video enhancement approach for
low-light conditions, establishing spatiotemporal coherence
from frame-based and event cameras through a neural net-
work. Zhou et al. [39] introduced a two-stage approach
to enhance the deblurring of low-light images, leveraging
the high dynamic range and low latency of event cameras.
Nonetheless, prevailing research on event-based low-light
scenarios primarily focuses on foundational tasks, leaving
the domain of VOS largely unexplored.
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Normal light Low light Event Annotation Normal light Low light Event Annotation

Figure 1. Examples of our LLE-VOS dataset. The dataset contains paired normal/low-light APS images, event stream and annotations.

Synthetic LLE-DAVIS Dataset Real-world LLE-VOS Dataset
Train Validation Total Train Validation Val-Indoor Val-Outdoor Total

# Seq. 60 30 90 50 20 10 10 70
# Frm. 4149 1969 6118 3777 1823 993 830 5600
# Evt. 1406.19M 626.70M 2032.89M 575.61M 202.93M 70.83M 132.10M 778.54M
Mean # Frm. per Seq. 69 66 68 76 91 99 83 80
Mean # Evt. per Seq. 23.44M 20.89M 22.59M 11.51M 10.15M 7.08M 13.21M 11.12M
Mean # Objs. per Seq. 2.4 2.0 2.3 1.8 1.6 1.7 1.5 1.7

Table 1. The summary of our synthetic LLE-DAVIS dataset and real-world LLE-VOS dataset, including the number of sequences (#Seq.),
frames (#Frm.), events (#Evt.), the mean number of frames, events and objects (#Objs.) per sequence.

(a) (b) (c) 

Figure 2. (a) A hybrid camera system for building real-world
dataset. We configure two identical cameras with different expo-
sure time for generating normal-light (b) and low-light (c) pairs.

3. Benchmark Dataset

To the best of our knowledge, there has been no event-
based VOS dataset in low-light scenarios. In this work, we
build two low-light event-based VOS datasets, consisting
of a synthetic LLE-DAVIS dataset and a real-world LLE-
VOS dataset. Tab. 1 presents the summary of these two
datasets, including the number of sequences, frames, ob-
jects, and events on each of the dataset splits. Fig. 1 shows
some examples in the LLE-VOS dataset.

3.1. Synthetic Dataset

The DAVIS 2017 dataset is a widely used benchmark for
the VOS task [5, 6, 12, 19]. Thus based on this dataset,
we construct a synthetic event dataset, named LLE-DAVIS,
specifically tailored for the Low-Light Event-Based VOS
task. Since the original DAVIS 2017 videos are recorded
under normal-light conditions, we employ a devised tech-
nique [15] to generate low-light videos. Specifically, for

a given normal-light frame It, we introduce random adjust-
ments to the gamma correction factor and linear scaling fac-
tor to synthesize the corresponding low-light frame Lt. This
process is mathematically expressed as:

Lt = β × (α× It)
γ +Nσ, (1)

Here, α, β, γ are randomly sampled from the uniform
distributions U(0.9, 1), U(0.5, 1) and U(7, 9), respectively.
Nσ represents Gaussian noise N(0, σ), with σ values drawn
from a uniform distribution U(0, 0.05). Subsequently, we
employ FILM [22] to interpolate DAVIS videos to 100fps.
Then, these frames are fed into the ESIM model [7] to gen-
erate events. In total, we have assembled 90 low-light video
sequences, each accompanied by temporally-synchronized
event streams.

3.2. Real-World Dataset

To collect the real-world LLE-VOS dataset, we build a hy-
brid camera system as shown in Fig. 2(a). The hybrid cam-
era system is equipped with two DAVIS346 event cameras
[28], each adept at capturing temporally synchronized APS
frames and event streams. A beam splitter is integrated into
the system to uniformly distribute incoming light, guaran-
teeing that both cameras record identical scenes. Addition-
ally, we conduct accurate geometric calibration and tem-
poral synchronization between two cameras. More details
are provided in the Supplementary Material. We adjust the
exposure times of these two cameras to collect a pair of
normal-light and low-light videos in one shot. We employ a
group of 20 volunteers to accomplish the annotation work.
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Figure 3. (a) Overview of the proposed method for event-assisted low-light video object segmentation. (b) The structure of Adaptive
Cross-Modal Fusion (ACMF) module. (c) The structure of Event-Guided Memory Matching (EGMM) module.

Our final dataset includes 70 videos, consisting of paired
normal and low-light videos, along with their correspond-
ing segmentation annotations and event streams. The videos
are recorded at a diverse range of locations, including gyms,
playgrounds, classrooms, meeting rooms, and zoos. To en-
hance the robustness of the dataset, it includes varying light-
ing conditions and contains a rich spectrum of motion infor-
mation. We randomly select 50 video clips as the training
set and 20 as the testing set. To further evaluate the ro-
bustness of our proposed method across various scenes, we
divide the test set into indoor and outdoor scenarios, with
10 clips each. To our best, this is the first real-world dataset
for low-light event-based VOS. It should be noted that this
dataset can also be applied to other tasks such as event mo-
tion segmentation and low-light video enhancement.

4. Method

4.1. Overview

We propose a novel event-assisted VOS framework, de-
signed specifically for low-light conditions, as depicted in
Fig. 3(a). The core components of our architecture com-
prise an event encoder, an image encoder, an Event-Guided
Memory Matching (EGMM) module, an Adaptive Cross-
Modal Fusion (ACMF) module, and an Identity Assignment

(ID) module [34]. The event encoder and image encoder ex-
tract the event feature and image feature, respectively. Then
the multi-scale features of events and images are processed
by the ACMF module, which generates complementary fea-
tures. At the first time step, the EGMM module uses these
features to produce query Q1, key K1 and value V1. Sub-
sequently, the ID module processes an initial segmentation
annotation to create a mask feature. This generated mask
feature, along with the predicted mask from the EGMM
and the event features, are then systematically archived in
the Memory Bank. From the second time step until the final
moment, the Memory Bank provides stored representations
to the EGMM, along with the representations from image
and event encoder. The EGMM then continually generates
the mask at each time step, which is preserved in the Mem-
ory Bank for subsequent iterative refinement.

4.2. Event Representation

Our proposed framework transforms an asynchronous event
streams from t − 1 to t into corresponding voxel grids, de-
noted by Et−1→t ∈ RB×H×W , where B, H and W repre-
sent the number of temporal bins, the height and width of
the grids, respectively.
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4.3. Adaptive Cross-Modal Fusion

We introduce the Adaptive Cross-Modal Fusion (ACMF)
to adaptively select the effect information from event and
image in low-light environments, which is depicted in
Fig. 3(b). Under low-light conditions, the image modal-
ity provides inadequate texture and color information of ob-
jects while the event modality offers richer edge and motion
cues. These distinct attributes of events are advantageous
for segmentation tasks.

Initially, ACMF merges the image feature F img
t and

event feature F evt
t to create a more comprehensive feature

set. This combined feature set is then processed to capture
coupled information. The processed features act as a fil-
ter that selectively integrates information from two features
through element-wise multiplications, reducing noise and
enhancing relevant details. Diminished image quality under
low-light conditions often results in lost structural details.
Therefore, a channel-attention (CA) and a spatial-attention
(SA) extract edge information from event feature to com-
plete such details. This information helps to restore invis-
ible object contours. Two convolutional layers further en-
hance two features. The final output is yielded by summing
two features, acting as a robust representation for VOS.

4.4. Event-Guided Memory Matching

Our proposed Event-Guided Memory Matching (EGMM)
introduces a novel mechanism designed to enhance the ac-
curacy of object matching between the current feature Ft

and the prior feature Kt−1, specifically under circumstances
of imprecise mask predictions. The EGMM architecture, il-
lustrated in Fig. 3(b), integrates event feature with mask fea-
ture from memory to concentrate on motion-specific areas
within a scene, consequently refining feature matching.

Initially, the current feature Ft generates the Qt, Kt, Vt

through linear layer. Kt and Vt are saved in the Memory
Bank for the next time step. Then, the event feature M evt

t−1

and mask feature Mmask
t−1 from Memory Bank are sent to the

Guided Module, showing in the right of Fig. 3(c). The pur-
pose of the guided branch is to improve unreliable mask
predictions. It first integrates the multi-scale information
from the concatenated feature through three parallel convo-
lutional layers with various kernel sizes. Then, pooling lay-
ers and convolutional layers further reform its channel con-
text, resulting in a guided signal for more accurate match-
ing. Subsequently, the guided signal after passing a Sig-
moid function is multiplicated with the past feature Kt−1,
filtering misaligned features of the object region. The filter-
ing process is described by the equation:

Gt = Guide(M evt
t−1,M

mask
t−1 ) (2)

K ′
t−1 = Kt−1 ·Gt, (3)

where Guide(., .) represents the Guided module.
Kt−1,M

evt
t−1 and Mmask

t−1 represent the previous key,

event and mask features derived from memory, respec-
tively. K ′

t−1 and G are the filtered key and guided branch
output, respectively.

The filtered key K ′
t−1 interacts with Qt derived from Ft

through multiplication and softmax, formulated by:

At = Softmax
(
Qt(K

′
t−1)

T

√
dk

)
, (4)

where At is the attention map and dk is the scaling fac-
tor corresponding to the dimension of the key vectors. The
matching result Rt is obtained by multiplication between
the attention map At and the summation of Gt and Vt−1:

Rt = At(Gt + Vt−1). (5)

Finally, we concat the current feature and matching result
to combine the current and memory information. Then the
concatenation result is sent to the mask decoder to generate
the current mask.

Maskt = Decoder(Concat(Rt, Ft)). (6)

This EGMM module thereby provides a robust solution
for enhancing the consistency of VOS, proving particularly
beneficial in scenarios with unreliable mask predictions.

4.5. Loss function in VOS

To effectively train our VOS framework, we implement a
composite loss function, denoted as L. This function com-
bines the Binary Cross-Entropy (BCE) loss and the Soft Jac-
card (SJ) loss. The overall loss is formalized as:

L =

T∑
t=1

(
α

N∑
o=1

L(t,o)
BCE + β

N∑
o=1

L(t,o)
SJ

)
, (7)

where L(t,o)
BCE and L(t,o)

SJ represent the BCE loss and SJ loss
for the object o at time step t, respectively. N denotes the
total number of segmented objects. The parameters α and
β are the weights attributed to the BCE loss and IoU loss,
respectively. T , α, β are set as 5, 0.5 and 0.5, respectively.

5. Experiment
5.1. Comparison Methods

We compare our method with state-of-the-art VOS meth-
ods, which include: STCN [6], XMem [5], AOT [34], and
DeAOT [33]. In addition to these direct VOS methods, we
also compare our method with two-step approachs, which
first utilize Zero-DCE [8] for low-light video enhancement
and then apply above mentioned methods for VOS.

Following [5, 6], the evaluation of the VOS task employs
the J score for segmentation accuracy, reflecting the aver-
age IoU between predictions and ground truth, and the F
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Method Indoor Scenes Outdoor Scenes Overall

J F J&F J F J&F J F J&F
STCN [NIPS2021] [6] 0.486 0.321 0.403 0.400 0.309 0.354 0.445 0.316 0.380

XMem [ECCV2022] [5] 0.664 0.528 0.596 0.507 0.456 0.481 0.590 0.494 0.542
AOT [NIPS2021] [34] 0.699 0.618 0.659 0.592 0.571 0.581 0.649 0.596 0.623

DeAOT [NIPS2022] [33] 0.716 0.643 0.680 0.580 0.580 0.580 0.653 0.614 0.633
Zero-DCE [8] + STCN [6] 0.513 0.334 0.424 0.415 0.313 0.364 0.467 0.324 0.396
Zero-DCE [8] + XMem [5] 0.681 0.527 0.604 0.535 0.497 0.516 0.612 0.513 0.563
Zero-DCE [8] + AOT [34] 0.694 0.601 0.647 0.568 0.555 0.562 0.635 0.579 0.607

Zero-DCE [8] + DeAOT [33] 0.648 0.595 0.621 0.594 0.586 0.590 0.622 0.590 0.606
Ours 0.789 0.710 0.749 0.604 0.588 0.596 0.702 0.653 0.678

Table 2. Quantitative comparisons of various VOS methods on the real-world LLE-VOS dataset. The best results are marked in bold.

score for boundary preciseness, comparing the similarity of
segmentation edges to actual contours. The mean of these
scores denoted as J&F , offers a comprehensive and bal-
anced measure of overall performance.

5.2. Implementation Details

For model optimization, we deploy the AdamW optimizer
with an initial learning rate of 2× 10−4 and a weight decay
of 0.07. We set our batch size to 8 and train our model over
50,000 iterations. For a fair comparison, we maintain the
original training strategies of the models to obtain the best
models. We apply standard data augmentation techniques:
random scaling, random cropping, random horizontal flip-
ping, and resizing. Besides, we randomly reverse the video
and event sequences. The crop size of random cropping is
(465, 465) for the LLE-DAVIS dataset and (256, 256) for
the LLE-VOS dataset. All models are trained from scratch
on both synthetic and real-world datasets under the same
settings to ensure equitable comparisons. All the training
experiments are conducted on four NVIDIA A800 GPUs.

5.3. Experimental Results

5.3.1 Quantitative Results

Synthetic Dataset. Tab. 3 provides a detailed quantitative
analysis of our framework in comparison with other meth-
ods on the LLE-DAVIS dataset. The comparative results
clearly demonstrate that our end-to-end approach combined
with event and image consistently outperforms the exist-
ing methods in terms of standard VOS metrics. Notably,
our method exhibits a substantial performance increase with
an improvement of 6.9% over the AOT method in terms
of J&F . Additionally, our method significantly improves
upon the two-stage method Zero-DCE+AOT, with incre-
ments of 6.7% for J&F . These improvements are due to
the robust feature extraction capabilities of our framework
and its effective integration of both image and event data in
our VOS framework.

Method LLE-DAVIS

J F J&F
STCN [NIPS2021] [6] 0.424 0.453 0.438

XMem [ECCV2022] [5] 0.465 0.477 0.471
AOT [NIPS2021] [34] 0.540 0.578 0.559

DeAOT [NIPS2022] [33] 0.541 0.571 0.556
Zero-DCE [8] + STCN [6] 0.440 0.469 0.455
Zero-DCE [8] + XMem [5] 0.494 0.512 0.503
Zero-DCE [8] + AOT [34] 0.544 0.577 0.561

Zero-DCE [8] + DeAOT [33] 0.541 0.577 0.559
Ours 0.602 0.654 0.628

Table 3. Quantitative comparisons of various VOS methods on
the synthetic LLE-DAVIS dataset. The best results are marked in
bold.

Real-world Dataset. Tab. 2 presents the quantitative re-
sults of one-stage and two-stage VOS methods on the
LLE-VOS dataset. Given that real-world scenarios of-
ten involve extremely low-light conditions, the Zero-DCE
method struggles to perform effectively. Therefore, the
two-stage method Zero-DCE+AOT does not perform better
than the AOT method. However, our method can improve
the J&F metric over the existing one-stage VOS methods,
with an increment when compared to DeAOT. Furthermore,
our method outperforms Zero-DCE+AOT. In particular, it
increases the J&F score from 0.607 to 0.678 in compari-
son to Zero-DCE+AOT. Our approach is measured against
other one-stage and two-stage methods.

5.4. Qualitative Results

Fig. 4 showcases a qualitative comparison of our proposed
method against both one-stage and two-stage methods on
the synthetic LLE-DAVIS dataset under low-light condi-
tions. A key observation is that our method produces
precise object masks that closely match the groundtruth.
Instead, AOT either misses details or overlays redundant
masks onto areas without objects. The Zero-DCE+AOT
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AOT Zero-DCE-AOT Ours GroundTruthEvent

Figure 4. Qualitative comparisons with other methods on the synthetic LLE-DAVIS dataset.

AOT Zero-DCE+AOT Ours GroundTruthEvent

Figure 5. Qualitative comparisons with other methods on the real-world LLE-VOS dataset.

method offers enhancements over AOT alone, yet it fails to
achieve the same level of clarity and precision provided by
our method. These examples illustrate our method’s supe-
rior ability to distinguish and outline objects in conditions
where light is limited, demonstrating the practical advan-
tage of integrating image and event data. This integration
proves especially beneficial in difficult lighting, ensuring
our VOS framework remains effective and reliable.
Real-world Dataset. Fig. 5 illustrates qualitative results
between our method and other approaches AOT and Zero-
DCE+AOT on the real-world LLE-VOS dataset. The re-
sults of AOT method often miss parts of the objects, but our
method is much better at finding the full shape, even when

objects are hard to see in the frame. Our method stands
out against Zero-DCE+AOT by being more precise and not
mixing up different objects. This capability demonstrates
that our approach is not only effective in simulated condi-
tions but also maintains its reliability on real-world data,
proving its practical applicability in low-light conditions.

5.5. Ablation Study

Impact of input modalities. In the first part of Tab. 4,
we show the comparative performance of the VOS net-
work with different inputs. Utilizing only the image modal-
ity as input, the network achieves a J&F score of 0.559.
In contrast, relying solely on the event modality yields a
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Method J F J&F
Fw

k
In

pu
t Image Only 0.540 0.578 0.559

Event Only 0.532 0.563 0.547
Image + Event 0.602 0.654 0.628

Fw
k

M
od

. Baseline 0.555 0.614 0.584
+ ACMF 0.578 0.623 0.601

+ ACMF + EGMM 0.602 0.654 0.628

E
G

M
M

In
pu

t None 0.578 0.623 0.601
Mask 0.461 0.468 0.464
Event 0.540 0.563 0.552

Event + Mask 0.602 0.654 0.628

Table 4. Ablation results of different configurations on the VOS
task. ‘Fwk Input’, ‘Fwk Module’ and ‘EGMM Input’ represent
the input type of framework input, framwork module and the input
type of EGMM module, respectively. The best results are marked
in bold.

L J F J&F FPS
1 0.577 0.628 0.603 22.50
2 0.595 0.642 0.618 21.32
3 0.602 0.654 0.628 20.26
4 0.594 0.649 0.622 19.16

Table 5. Ablation results of different numbers of EGMM blocks
on the LLE-DAVIS dataset. The best results are marked in bold.

J&F score of 0.547. These results are inferior compared
to the combined input model, which attains a J&F score
of 0.628. This marked improvement through fusing both
image and event modalities validates the necessity of multi-
modality fusion for VOS under low-light conditions.
The effectiveness of ACMF and EGMM. The second
part of Tab. 4 validates the effectiveness of the ACMF and
EGMM modules within our framework. Initially, our base-
line method employs a straightforward fusion approach by
concatenating event and image features. The integration of
the ACMF module enhances performance, improving the
J score to 0.578, the F score to 0.623, and the compos-
ite J&F score to 0.601. Incorporating both ACMF and
EGMM modules further boosts the J&F score to 0.628, in-
dicating a significant contribution to the VOS performance
on the synthetic LLE-DAVIS dataset.

Fig. 6 presents a qualitative assessment of the individual
and combined impacts of ACMF and EGMM. The base-
line method exhibits inaccuracies in contour delineation and
mask separation. The ACMF module refines the contour
accuracy for the yellow human. However, the network still
struggles to differentiate between the green human and the
vehicle. The integration of the EGMM module effectively
enables the network to distinguish between car and human.

Low-Light Image Baseline

Event + ACMF + EGMM GroundTruth

+ ACMF+ ACMF

Figure 6. Visual results of ablation on different modules.

The effect of event and mask in EGMM. To evaluate the
individual and combined contributions of event and mask
priors within the EGMM module, we present a quantita-
tive analysis in the third part of Tab. 4. Without EGMM,
the J&F score is 0.601. Utilizing mask information alone
yields a J&F score of 0.464 due to imprecise prediction
to disturb matching. When the model processes only event
data, the J&F is 0.552 due to noise and background mo-
tion. However, the fusion of both event and mask priors
significantly enhances model performance, as evidenced by
the improved J&F of 0.628. These results clearly illus-
trate the collaborate effect of combining mask and event in-
formation, which leads to a more robust and accurate per-
formance in the EGMM.
The choice of EGMM block number. Tab. 5 examines
the impact of changing the number of EGMM blocks on
our model’s performance. As we increase the number of
EGMM blocks, the performance of our model improves, but
it leads to more redundancy. When the number of EGMM
blocks is four, the J&F score decreases. Therefore, we use
three EGMM blocks in our experimental setup.

6. Conclusion
In this paper, we present a new approach to Video Ob-
ject Segmentation (VOS) in low-light conditions. Unlike
traditional VOS methods that rely heavily on high-quality
video, our innovative framework uses the unique features
of event cameras to improve segmentation accuracy. Our
introduction of Adaptive Cross-Modal Fusion and Event-
Guided Memory Matching has notably enhanced VOS per-
formance. Our thorough testing on specially created Low-
Light Event DAVIS (LLE-DAVIS) and Low-Light Event
Video Object Segmentation (LLE-VOS) datasets proves
that our method is superior, setting new standards for low-
light VOS. This study paves the way for further break-
throughs in VOS and related fields.
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