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Abstract

Deep Neural Networks (DNNs) are known to be suscep-
tible to adversarial attacks. Previous researches mainly fo-
cus on improving adversarial robustness in the fully super-
vised setting, leaving the challenging domain of zero-shot
adversarial robustness an open question. In this work, we
investigate this domain by leveraging the recent advances
in large vision-language models, such as CLIP, to intro-
duce zero-shot adversarial robustness to DNNs. We pro-
pose LAAT, a Language-driven, Anchor-based Adversarial
Training strategy. LAAT utilizes the features of a text en-
coder for each category as fixed anchors (normalized fea-
ture embeddings) for each category, which are then em-
ployed for adversarial training. By leveraging the semantic
consistency of the text encoders, LAAT aims to enhance the
adversarial robustness of the image model on novel cate-
gories. However, naively using text encoders leads to poor
results. Through analysis, we identified the issue to be
the high cosine similarity between text encoders. We then
design an expansion algorithm and an alignment cross-
entropy loss to alleviate the problem. Our experimental re-
sults demonstrated that LAAT significantly improves zero-
shot adversarial robustness over state-of-the-art methods.
LAAT has the potential to enhance adversarial robustness
by large-scale multimodal models, especially when labeled
data is unavailable during training. Code is available at
https://github.com/LixiaoTHU/LAAT.

1. Introduction

Adversarial attacks [42], by adding deliberately designed
perturbations to inputs, have posed a significant threat to
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Figure 1. The illustration of zero-shot ability with LAAT. Different
colors of the marks indicate different categories. When a model is
adversarially trained with the text anchors of table and lion (seen
categories), it can recognize adversarial examples of the two cate-
gories (grey and green). Then due to the text anchors of chair and
tiger (novel categories) being close to those of table and lion, re-
spectively, the model can also recognize the two novel categories.

the application of Deep Neural Networks (DNNs) [16, 57].
In response to the threats, various techniques have been pro-
posed to enhance adversarial robustness of DNNs. Among
these, Adversarial Training (AT) and its variants [32, 36, 37,
52] have shown to be highly effective [16, 42, 57]. However,
applying AT from scratch to novel datasets or categories can
be time-consuming. In real-world scenarios, it is common
for models to encounter examples from novel categories,
known as zero-shot learning (ZSL) setting [27]. If adver-
sarially trained models possess zero-shot capability, it can
significantly enhance the scalability and practical utility of
adversarially robust models.

Adversarial robustness in the ZSL setting is challenging.
Earlier attempts [51, 55] try to combine attribute-based ZSL
methods with AT. However, these methods yielded mod-
est improvements and lacked scalability due to the practi-
cal difficulties in obtaining attributes. Recently, large-scale
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vision-language models such as CLIP [39] have made sig-
nificant strides and are considered foundational models for
various downstream applications. These models, trained on
extensive text-image data, demonstrate strong zero-shot ca-
pability by using textual descriptions to recognize new vi-
sual categories, eliminating the need for explicit reliance
on image attributes. In this work, different from previ-
ous attribute-based ZSL methods, we explore the utilization
of foundation models to introduce zero-shot adversarial ro-
bustness to DNNs.

We propose a Language-driven, Anchor-based Adver-
sarial Training strategy, denoted as LAAT, to enhance the
zero-shot adversarial robustness. Specifically, we use the
popular text encoder from vision-language models, specifi-
cally CLIP [39], to obtain [5 normalized feature embedding
(named anchor in this paper) for the text (label name) cor-
responding to image categories. The text encoder exhibits
a property called semantic consistency, where semantically
similar categories are mapped to neighboring anchors in
the feature space. Then we utilize the text anchors to su-
pervise the image classification model with AT. After this
process, the image model not only obtains adversarial ro-
bustness on seen categories but also aligns the image fea-
tures with the text anchors. During zero-shot inference, by
leveraging the semantic consistency between seen and novel
categories, the image model can recognize novel categories
while maintaining adversarial robustness. Fig. 1 illustrates
the idea. We note that one recent work, TeCoA [34], also
utilizes the ability of large-scale vision-language models
to enhance the zero-shot adversarial robustness. However,
TeCoA was only shown effective for extremely tiny adver-
sarial noise (i.e., € = 1/255).

As CLIP models are not designed for adversarial robust-
ness, directly applying the obtained anchors from CLIP text
encoders to anchor-based AT [36, 37] (refer to Sec. 2.1) re-
sults in poor performance. We attribute it to the high Cosine
Similarity (CoS) problem, i.e., the average cosine similar-
ity between CLIP anchors are too high to be directly used
in AT. See Sec. 3.3 for details. This problem has never
been discovered in previous work utilizing CLIP models
[22, 28, 34, 45]. To address it, we propose several tech-
niques. We first introduce an expansion algorithm that maps
the original CLIP anchors to new anchors with increased
distances while maintaining semantic consistency. We then
incorporate an Alignment Cross-Entropy (A-CE) loss as the
optimization objective. In addition, we use a smoothness
loss to enhance the robustness on unseen categories.

The experimental results showed that the models trained
with LAAT achieved remarkable zero-shot performance
against strong adversarial perturbations, even surpassing
the previous state-of-the-art (SOTA) adversarially robust
few-shot methods. We also trained several models with
LAAT on a large dataset ImageNet-1K [40]. These mod-

els showed substantial adversarial robustness across various

downstream datasets in the zero-shot setting, significantly

outperforming the recent TeCoA method [34]. The main
contributions can be summarized as follows:

* We identify the high CoS problem in CLIP anchors for
adversarial robustness and propose effective techniques
to alleviate it.

* The models trained by LAAT show substantial adversarial
robustness across downstream datasets, suggesting that
AT in the ZSL setting could be a promising way to im-
prove the practical usefulness of AT.

2. Related Work
2.1. Anchor-based AT

AT has become one of the most effective strategies to im-
prove adversarial robustness [3]. Several studies try to im-
prove AT from various aspects [26, 29, 30, 36, 37, 52].
One series of works focuses on refining cross-entropy loss,
which is the most commonly used loss in classification,
to obtain better robustness with AT [36, 37]. Pang et al.
[36] boosts AT by introducing the Max-Mahalanobis center
(MMC) loss, a Euclidean loss where there is a fixed feature
vector i, for each category y, and the optimization object
is ||z — py]|3, where z is the output feature. Pang et al.
[37] uses Hypersphere Embedding to boost AT. It normal-
izes both weights W and features z of the output layer, and
proposes two losses in the form of cos 6 and 6, where 0 is
the angle between % and ﬁ We call these AT meth-
ods anchor-based methods as they all used /5 normalized
feature embeddings (anchors) for training. Besides, several
metric learning works [33, 56] also used a similar paradigm
to anchor-based AT for enhancing robustness.

2.2. Language-driven Recognition.

Earlier ZSL models exploit auxiliary information, com-
monly in the form of image attributes, to transfer knowl-
edge between seen and novel categories [47, 50]. Recently,
language-driven recognition has caught attention in the ZSL
field, especially with the recent advance of large-scale pre-
trained vision-language models [24, 39]. CLIP [39] demon-
strated that classic recognition tasks can strongly benefit
from millions of raw texts pertaining to images. CLIP uses
an independent image encoder and text encoder to perform
contrastive learning on 400M image-text pairs. After pre-
training, natural language is used to reference visual con-
cepts by computing the CoS between text features and the
visual feature, enabling the zero-shot transfer of the model
to downstream classification datasets. The basic paradigm
of CLIP can be extended to several tasks such as semantic
segmentation and object detection [22, 28, 45]. However,
recent works show that CLIP models lack adversarial ro-
bustness and can be easily attacked [4, 34, 53].
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Figure 2. The pipeline of LAAT. Only the image encoder is trainable in the figure. © indicates computing the CoS. Red arrows indicate
the adversarial example generation process and brown arrows indicate the inference.

2.3. Adversarially Robust Zero/few-shot Learning

An early preprint work [55] combines AT with attribute-
based ZSL methods but only gets a mild improvement over
non-AT models. In addition, the method is hard to general-
ize without the attribute annotations. Yucel et al. [51] eval-
uates the adversarial robustness of classic attribute-based
zero-shot models and concludes that adversarial robustness
for ZSL field is suffering an immature state. Mao et al.
[34] proposes several techniques such as visual prompting
and fine-tuning to adapt large-scale models, e.g., the image
models of CLIP, for zero-shot adversarial robustness, while
their method called TeCoA was only shown to be effec-
tive under extremely tiny adversarial noise. Different from
TeCoA, LAAT only uses the anchors from the CLIP text
encoders.

A closely related area is adversarially robust few-shot
learning, which has caught attention recently, too. We also
compare LAAT with recent few-shot methods directly to
comprehensively evaluate it. AQ [19], R-MAML [46], and
ITS-MAML [15] study meta-learning jointly with AT. GR
[13] tries to learn a generalizable robust representation by
the combination of several AT techniques.

3. LAAT
3.1. Overall Pipeline

LAAT first obtains fixed text anchors from the text encoder,
then uses them to adversarially supervise the training of im-
age classification model. After AT, the image model will
obtain adversarial robustness on seen categories and also
align the image features with the text anchors to obtain zero-
shot ability (see Fig. 1). The overall pipeline of LAAT is

illustrated in Fig. 2. Given the original text anchors, LAAT
uses an expansion algorithm to obtain fixed Ground-Truth
(GT) anchors suitable for AT, then uses an image encoder to
extract both benign and adversarial features. The CoS be-
tween adversarial features and GT anchors are maximized
by minimizing the A-CE loss (L;). Besides, a smoothness
loss (Lo) is applied to the adversarial and benign features.
We then describe each module of LAAT.

3.2. Text Anchor Extraction

Given the names of IV categories in the training set, they are
first filled into IV sentences with a fixed prompt text, such
as “A photo of {}”. After that, these sentences are encoded
into N anchors {a;}¥ ; by a fixed pre-trained text encoder,
where a; € R™ and ||a;||2 = 1. Many architectures are fea-
sible if they have semantic consistency as mentioned before
and in this work, we use the large-scale pre-trained CLIP
text encoder. However, CLIP anchors cannot be used di-
rectly due to the high CoS problem, as analyzed below.

3.3. High Cosine Similarity Problem

We first make an intriguing observation that directly us-
ing CLIP anchors for anchor-based AT poses significant
challenges in achieving convergence. This phenomenon is
universal among different CLIP text encoders and differ-
ent models. To illustrate this, we adversarially trained a
ResNet18 [23] on Cifar100 [25] by maximizing the cos 6
objective [37], i.e., the CoS between the model output z and

zTa,/
IEIB
that ||a,||2 = 1). The experimental details can be found in
Appendix A. Fig. 3 shows the learning curves with CLIP

anchors (the orange curves). For comparison, here we also

the GT anchor a, [37], which is computed as (note
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Figure 3. Learning curves of AT supervised by cos § with fixed
anchors generated from MMC method, CLIP text encoder, and the
expansion algorithm (see Sec. 3.4).

show the learning curves with MMC [36] anchors (the blue
curves) in the same training setting. MMC anchors are pre-
computed by maximizing the distance between anchors [36]
and thus the average CoS between MMC anchors is close
to 0 (e.g., -0.01 on Cifar100). The accuracy with CLIP an-
chors increased quite slowly. Even after 200 epoch training,
the accuracy was far lower than that of MMC anchors (note
that zero-shot recognition cannot be achieved with MMC
anchors for the lack of semantic consistency).

The stark discrepancy between the two learning curves
motivates us to analyze the essential difference between the
two sets of anchors. Inspired by the anchor generation pro-
cess of MMC, we calculated the CoS between CLIP anchors
and found them to be considerably larger than that of MMC
anchors (-0.01). The first row of Tab. 1 presents the average
CoS between anchors from Cifar100 categories generated
by different CLIP models. Note that the high CoS between
CLIP anchors is irrelevant to the prompt text. We found
that even using several random sentences from Wikipedia
to encode anchors by CLIP text encoders, the average CoS
remained significantly large.

Although high CoS seems to have no effect on down-
stream tasks on clean images [22, 28, 45], we discovered
that AT was remarkably affected because higher CoS im-
plies that the anchors are closer to the decision bound-
ary, which could leave more room for adversarial examples
[36, 52]. This problem may also explain why TeCoA [34],
which also used the text anchors during adaptation, failed to
convert CLIP image models to adversarially robust models
against strong perturbations. Importantly, random or MMC
anchors cannot mitigate this issue as they lack the seman-
tic consistency provided by CLIP anchors and thus cannot
be used in the ZSL setting. Therefore, the micro designs in
our LAAT approach primarily aim to address the challenges
associated with CLIP anchors.

3.4. Expansion Algorithm

We first propose an expansion algorithm to increase the
distances between anchors (reducing the CoS). The expan-
sion algorithm can remap the anchors to increase the dis-

Type ‘RN50x4 RN50x16 ViT-B/32 ViT-B/16 ViT-L/14

Original | 0.700 0.710 0.779 0.761 0.746
Expanded | 0.238 0.253 0.199 0.195 0.222

Table 1. Average CoS between anchors before and after expansion
algorithm (see Sec. 3.4) from Cifar100 categories generated by
different CLIP text encoders.

tances between anchors while preserving the semantic con-
sistency between them. High CoS means the normalized an-
chors {a;}}¥ | are dispersed over a cluster of the unit hyper-
sphere (see Fig. 4). As we expect the remapped anchors
to be also on the unit hyper-sphere, the expansion algo-
rithm should be designed under spherical coordinates. Let
us recap the transformation between n-dimensional spher-
ical coordinate system and Cartesian coordinates. Sup-
pose (z™), z(®) .. (™) is the Cartesian coordinate, we
can compute them by:

2V =rcos ;2 =rsing cos ¢,
2™ = rsin M . sin ¢ 2 cos ¢ Y; (1)

2™ — rgin ¢(1) ...gin ¢(n—2) sin ¢(n_1)’

where 7 is the radial coordinate and ¢, ... (1) are
angular coordinates [6]. Here ¢(!) is the polar angle (taking
the three-dimensional spherical coordinate system like lon-
gitude and latitude system as an example, the polar angle is
the angle with respect to the z axis). If the anchors are clus-
tered around the polar, i.e., ¢g := max; rj)El) < g where
(bgl) denotes the polar angle of anchor a;, a natural expan-
sion method is to enlarge the polar angle ng,El) to 3 - d)z(l) /b0
and keep the other angular coordinates unchanged. Then
the cluster can be expanded to the whole hemisphere. Note
that we cannot expand them larger than 7 as anchors may
be close to each other from another hemisphere, which may
hurt the semantic consistency of anchors.

Thus, given the original anchor a;, the first step
of the expansion is to calculate a rotation matrix R
to transform the center v of the clustered a;’s (v :=
Zil a;/|| Zf\il a,||2) to the polar p = [1,0,--- ,0]T, and
the rotated anchor a; is computed by: a; = Ra;. Note that
computing R between two unit vectors has several ways
and we use the Aguilera and Pérez-Aguila [1] algorithm.
As a;’s are clustered around the polar p, we then enlarge
the polar angle of a; as described above. Denoting the j-th
element of a; as agj ), the largest polar angle between a;’s

and p can be computed as ¢y = max;<;<n {arccos &El)}.
According to Eq. (1), the Cartesian coordinates of expanded
anchor a; is given by:

j - ~ (2)
J) :a/EJ)'Sin(ﬁgl)/Sin(ﬁ(l), .722, .n,
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Figure 4. An illustration of the expansion operation in 3D space.

where éf.” = arccos dl(-l) denotes the polar angle of each a;
and (51(1) =7 <Z>§1> /¢ denotes the expanded polar angle.
Fig. 4 illustrates this operation and the detailed derivation is
shown in Appendix B. In the end, we use the inverse of R
to map the expanded anchor a; to the original locations and
obtain the final anchor: 4; = RTa;. The pseudo-code of
the whole expansion algorithm is provided in Appendix C.
As shown, the expansion algorithm can increase the dis-
tances between different anchors while maintaining the se-
mantic consistency of the original CLIP anchors (close an-
chors are still close after expansion).

The second row of Tab. 1 shows the average CoS be-
tween anchors after the expansion algorithm. Compared
with the original CLIP anchors, the average CoS between
the expanded CLIP anchors is greatly reduced. Fig. 3 shows
the learning curves with the expanded CLIP anchors (the
green curves). The final robust accuracy (Fig. 3, right) is

quite close to that of MMC anchors.

3.5. Supervision Objective

We propose to improve the anchor-based AT methods fur-
ther by introducing an A-CE loss into the supervision ob-
jective. The A-CE loss is a composition of CE loss and the
anchor alignment process (the cos @ objective), which can
also be seen as a special case of InfoNCE [35] with using
lo normalized features. This could be confusing consider-
ing that previous works have shown that CE is inferior to
other anchor-based objectives such as the 6 and cos 6 [37]
in the standard AT setting (see Sec. 2.1). However, we find
that with the high CoS problem, A-CE can boost the per-
formance of anchor-based AT methods in that the softmax
function of A-CE could make a relaxation on the anchor
alignment objective of the original anchor-based AT meth-
ods. Assuming that the image encoder fg(+) outputs nor-
malized features z = fo(x) € R™ and ||z||; = 1 and tak-
ing the cos # objective as an example, the cos 6 objective is
to maximize zTéy, where a,, denotes the GT anchor. It en-
courages the visual feature’s CoS to be as close as possible
to the GT anchor, while the A-CE loss, by putting cos 6 into
the softmax function, only encourages the visual feature’s
CoS with GT to be larger than those with other anchors.
With A-CE supervision, the output feature could be opti-

mized to be far away from all anchors, but it can still be
correctly classified as long as it is closest to the GT anchor.
This will be discussed further in Sec. 4.4. Overall, the su-
pervision objective is:

exp(fo(x +98)"4,)
SN exp(fol(x +0)Ta,)

L] = ]E(x’y) - 10 9 (3)

where ¢ is adversarial perturbation generated by %. Un-
like previous works [39] on standard training, we do not
use a temperature parameter 7 to scale the CoS. This is dis-
cussed in Appendix D.

3.6. Smoothness Loss

Since we prefer the adversarial robustness of the model in
the zero-shot transfer setting, we additionally introduce a
smoothing loss, encouraging the CoS between adversarial
features to be similar to the benign features of an image:

Ly =Exy) [~fo(x)" fo(x +9)]. &)

The smoothing loss is independent of the category labels of
training examples. It can be expected to improve the ad-
versarial robustness on novel categories. Finally, the whole
loss in the training stage is given by L = Lj + a Lo, where
« is a hyper-parameter.

3.7. Performing Zero-Shot Recognition

When performing zero-shot recognition on novel cate-
gories, the image features of a test image are generated by
the image encoder, and the anchors for novel categories are
generated by the text encoder and the expansion algorithm.
Note that the internal parameters of the expansion algo-
rithm, such as ¢, are pre-computed using anchors from the
training categories. Finally, the zero-shot prediction is the
category whose text anchor exhibits the highest CoS with
the image features.

4. Experiments
4.1. Experimental Setup

Baseline. We first consider the standard ZSL setting. Due
to the lack of adversarially robust methods in this setting,
we compared LAAT with several robust few-shot methods
directly: AQ [19], R-MAML [46], and GR [13]. ITS-
MAML [15] was not compared as it used a different attack
setting and no code was released. Note that zero-shot is
harder than few-shot as the latter can have access to a few
examples from the novel categories.

We then considered a more pragmatic version of ZSL,
which requires recognizing examples from both seen and
novel categories. This is called the generalized zero-shot
learning (GZSL) setting [8]. We trained several models with
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Dataset Method Setting Clean FGSM PGD Ccw AA

AQ [19] 1-shot 54.31 £0.50 | 32.47£047 3041+0.46 30.14+£0.46 27.09+2.07
R-MAML [46] 1-shot 38.53£047 | 26.76 £0.44 26.21+£043 29.76£0.46 16.67=£5.48

CIFAR-FS GR [13] 1-shot 45.27+0.49 | 39.60+0.46 38.03+£0.46 37.00+ 0.46 -
LAAT zero-shot | 55.60 £0.46 | 41.17£0.44 40.12+044 3735+0.44 36.45+1.90
LAAT 1-shot 57.88+0.45 | 43.73+0.44 4274+0.44 40.10+0.45 39.23+2.12
AQ [19] 1-shot 39.17+£040 | 2253£0.35 20.95+0.34 19.33£0.38 17.85+1.41
R-MAML [46] 1-shot 36.18+£0.36 | 23.85+0.46 21.74+0.34 19.68+£0.40 13.69=£3.95

MinilmageNet GR [13] 1-shot 36.14+0.45 | 29.23£0.33 27.57+0.38 26.61 £0.33 -
LAAT zero-shot | 46.97 £0.35 | 30.69 =0.30 29.27+0.31 27.91+0.29 25.24 +£1.42
LAAT 1-shot 47.37+0.35 | 31.55+0.31 2993+0.31 28.19+0.29 25.75+1.45

Table 2. The comparison of LAAT in 5-way zero-shot setting and previous works in 5-way 1-shot setting under ¢ = 8/255. The 95%
confidence interval was reported. Here all methods used Conv4-512 as the image model. The accuracy of GR under AA is not shown as it
was not reported and no code was released. We also list the performance of LAAT in the 1-shot setting with image-text blended anchors
(discussed in Sec. 4.3). The results higher than previous methods in each column are in bold.

Method | Model Training Cifar100 aPY AwA2 COCO Obj. STL10 OxfordPet DTD Caltech101 Caltech256 SUN
100 32 50 80 10 37 47 101 257 397

TeCoA ViT—B/32* e=1/255| 0.00 4.39 0.88 1.07 0.98 0.00 1.43 1.66 1.33 0.00
[34] ViT-B/32 | e =8/255| 0.00 5.27 1.45 1.33 1.46 0.28 1.89 2.97 2.36 0.14
ViT-B/16 |e =8/255| 0.20 6.45 1.95 1.56 1.66 0.49 2.25 7.03 3.81 0.29

LAAT VIiT-B/32 | e =8/255| 6.64 24.32 23.34 18.56 41.12 20.31  4.59 34.43 21.39 4.30
VIiT-B/16 |e =8/255| 7.32 3497 26.21 20.61 49.41 28.81 4.79 37.89 24.02 5.18

Table 3. Adversarial accuracy (%) of models trained on ImageNet-1K on ten downstream datasets in GZSL setting. The number of

*

categories is shown below the dataset name.

indicates the results of the originally released checkpoint of TeCoA with the training

perturbation € = 1/255. The robustness was all evaluated by PGD-20 under € = 8/255.

LAAT on ImageNet-1K and evaluated them directly on ten
downstream datasets. In this setting, we mainly compare
LAAT with TeCoA [34]. We did not compare with Yucel
et al. [51] and Zhang et al. [55] as they relied on image
attributes and were unsuitable for this setting.

Datasets. When comparing with few-shot methods, we
used two popular few-shot benchmarks CIFAR-FS [5] and
MinilmageNet [43]. CIFAR-FS, a variant of Cifar100 [25],
contains 64, 16, and 20 categories for training, valida-
tion, and testing, respectively. MinilmageNet, a subset of
ImageNet-1k [40], contains 600 images of 84 x 84 size per
category. We used the same dataset splitting setting as pre-
vious works [13, 19, 46], for training and testing.

In the GZSL setting, we tested models trained on
ImageNet-1K on ten downstream datasets such as AwA?2
[48] and aPY [17]. Note that all of these datasets in-
clude several novel categories that have never appeared
in ImageNet-1K, e.g., statue and ass in aPY [17], blue
whale and dolphin in AwA2 [48]. More introduction to the
datasets is shown in the Appendix E.

Implementation details. Unless otherwise stated, we
used the CLIP ViT-B/16 text encoder and the prompt text
was set as “This is a photo of a {}”. a was set to 3.

In the standard ZSL setting, we followed previous few-

shot works [13, 46] and used the widely applied model
Conv4-512 [54] as the image model. The training recipe
strictly followed GR [13]. We performed AT by generating
adversarial examples via PGD method with maximum ad-
versarial perturbation ¢ = 8/255 in [o,-norm bound, with
T = 7 iterative steps (step size s = 2/255).

In the GZSL setting, we trained two image models ViT-
B/32 and ViT-B/16 [14] with LAAT on the large ImageNet-
1K. The training basically followed the recipe proposed by
Debenedetti et al. [12]. Here we performed AT by generat-
ing adversarial examples via PGD method with e = 8/255
in loo-norm bound and 7' = 2 iterative steps (s = 8/255).

4.2. Comparison Results

The Standard ZSL Setting. We performed experiments
in the standard and usual 5-way one/zero-shot setting [ 13,
19, 46]. Following previous works [19, 46], we report the
robustness of our method against common adversarial at-
tacks, including FGSM [20], PGD [32] with 20 iterative
steps and step size s = 2/255 (denoted as PGD-20 in the
following text), CW [7] (optimized by PGD for 30 steps
with step size s = 0.8/255), and AutoAttack (AA) [11],
an effective ensemble attack (several variants of PGD and
one query-based black-box Square attack [2]) used to as-
sess adversarial robustness. The maximal perturbation was
set to commonly used € = 8/255 in [, setting. The experi-
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Figure 5. Classification accuracy on both benign and adversarial
examples in 5-way few-shot setting on CIFAR-FS, with image fea-
ture anchors or with image-text blended anchors. The dashed line
denotes 5-way zero-shot accuracy.

mental results are reported from 2000 randomly sampled 5-
way tasks. The results presented in Tab. 2 demonstrate that
LAAT in the zero-shot setting achieved competitive perfor-
mance with several methods in the few-shot setting. No-
tably, the adversarial robustness of LAAT models even sur-
passed that of the previous SOTA adversarially robust few-
shot method GR [13]. Additionally, our method exhibited
significantly better clean accuracy than all three few-shot
methods. We note that these results should be interpreted
cautiously because LAAT and these few-shot works used
different auxiliary information: the former used text infor-
mation of the test category names and the latter relied on a
small number of example images from the test categories.

GZSL Setting across Datasets. In the GZSL setting,
the models were evaluated in NV-way classification setting,
where NN is the number of categories in each dataset. All
images on downstream datasets are resized to 224 x 224 in
inference. Here we compared LAAT with TeCoA. TeCoA
originally performed adversarial fine-tuning on ImageNet-
1K with maximum perturbation € = 1/255. For a fair com-
parison, here adversarial fine-tuning was also performed
with the released code of TeCoA [34]. Tab. 3 shows the
zero-shot results on ten downstream datasets under PGD-
20. Here the accuracy is reported by sampling 100 exam-
ples per category. We can see that TeCoA almost failed to
train adversarially robust models in the common ¢ setting,
while the models trained with LAAT can obtain substantial
adversarial robustness on several downstream datasets.

Note that the models trained with LAAT did not perform
quite well on Cifar100, DTD [9], and SUN [49]. This could
be caused by the original small resolution of Cifar100 (32 x
32) [12] and the large inter-class differences between DTD,
SUN, and ImageNet-1K.

4.3. Extending LAAT to Few-Shot Setting

Our zero-shot models supervised by LAAT can be naturally
extended to the few-shot setting and the robustness can be
further improved. Given the images of novel categories as

Objective ‘ Clean Robust
Eucl 39.17  28.04
0 3792 27.84
cosf 4191 2791

Table 4. Classification accuracy (%) on CIFAR-FS supervised by
the original CLIP anchors with different optimization objectives.

EXP A-CE SM | Clean Robust
4191 2791

v 46.98  32.71
v v 54.02  37.69
v v v | 5560  40.12

Table 5. Classification accuracy (%) of Conv4-512 on CIFAR-
FS in different ablation experiments. The first two lines were the
results obtained with cos 6 as the objective.

the support set, we can follow the previous few-shot SOTA
method [13] and use the prototype-based metric learning
[41] to build image feature-based anchors. That is, in the
K-shot case, the image anchor v, for a novel category y
can be computed as v, = Normg{Zfil fo(x;)}, where x;
denotes the images of y in the support set and Norms{-} de-
notes the [l normalization. We can also weight the original
text anchor a,, from the text encoder and the image feature
from the support set to build an image-text blended anchor
for y: &) = Norma{f - &, + Zfil fo(x;)}. Here the text
anchor can be regarded as the prior knowledge of y. We set
£ = 2 in all experiments.

Tab. 2 shows the results of different models with image-
text blended anchors in the 1-shot setting. The 1-shot per-
formance of LAAT was better than the zero-shot perfor-
mance. Fig. 5 further shows the results with two different
anchors &* and v in K-shot settings. We can see that the
text anchor used to perform zero-shot recognition boosted
the performance in various K -shot settings, especially when
the support set is small.

4.4. Ablation Study

Limited by computing resources, the ablation study is not
studied on ImageNet-1K. Unless specified, it was per-
formed with Conv4-512 in the 5-way zero-shot setting. The
robustness was evaluated by the PGD-20 attack method.

Effectiveness of each design. In Fig. 3, we have shown
that if the model is supervised by CoS between the original
CLIP anchors and the output feature, say, cos 6, it is diffi-
cult to converge under AT. In Tab. 4, we show the results
of other anchor-based AT optimization objectives, such as
the angle [37] and the Euclidean distance [36], denoted as 6
and Eucl respectively, in the ZSL setting. The results indi-
cate that none of these three optimization objectives led to
good classification accuracy. Note that random guessing in
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AT Method Hyper-Parameter | Clean Robust
1/A=1 55.26 19.22
1/A=6 55.82 25.02
a=1.0 55.62 39.95
a=3.0 55.60 40.12

a=6.0 53.01 40.29

EXP + A-CE + TRADES

EXP + A-CE + SM

Table 6. Classification accuracy (%) on CIFAR-FS with different
AT methods.

. Conv4-64 ResNet12
Method Setting Clean Robust | Clean Robust
AQ 1-shot | 43.74 27.54 |43.58 31.45
R-MAML | 1-shot | 32.46 24.61 |42.54 32.54
GR 1-shot | 44.51 37.45 |48.13 39.29
LAAT zero-shot | 49.84 38.74 | 58.37 42.88

Table 7. Classification accuracy (%) on CIFAR-FS with different
image models.

this setting can obtain 20% accuracy.

We then conducted an ablation study to show the effec-
tiveness of each design in LAAT: the expansion algorithm,
the A-CE loss, and the smoothness loss, denoted as EXP,
A-CE, and SM, respectively. The results in Tab. 5 show that
all of these designs are helpful in improving the zero-shot
adversarial robustness.

As stated in Sec. 3.5, A-CE could make a relaxation on
the original anchor-based AT objectives. To validate this,
we computed the average CoS between GT anchors and the
output visual features of the two models trained: EXP and
EXP + A-CE (EXP was supervised by cosf; see Tab. 5).
With A-CE loss, the visual feature’s CoS with GT anchors
dropped from 0.455 to 0.205 on average, while the accu-
racies on both benign and adversarial examples were im-
proved (see Tab. 5). These results support our conjecture
that some examples not quite close to the GT anchor can
still be classified correctly with A-CE supervision.

Smoothness v.s. TRADES. It is seen that SM has sim-
ilar objectives with TRADES [52], but they are different
in many aspects (see Appendix F). Here we also compare
SM with TRADES empirically. The experiments were per-
formed based on expanded anchors with A-CE supervision.
The results are shown in Tab. 6, together with the most im-
portant hyper-parameter of each method. We can clearly see
that TRADES performed much worse than our smoothness
loss. In addition, the results show that the effectiveness of
smoothing loss was not quite sensitive to a.

Different image models. We also performed experiments
with other popular image models in the few-shot setting
other than Conv4-512, e.g., Conv4-64 [44] and ResNetl2
[19]. Tab. 7 shows the results of the two image models
on CIFAR-FS. Conv4-64 is smaller than Conv4-512 while

Text Encoder Embed-dim | Clean Robust
None (MMC, one-shot) 512 47.55  32.79
RN50x4 640 52.28  38.65
RN50x16 768 53.86  38.02
ViT-B/32 512 52.68  38.39
ViT-B/16 512 55.60 40.12
ViT-L/14 768 52.78  39.48

Table 8. Classification accuracy (%) supervised by MMC anchors
in one-shot setting and the full LAAT with different CLIP text
encoders in zero-shot setting on CIFAR-FS. Embed-dim denotes
the dimension of the text anchors.

ResNet12 is slightly larger. The models trained with LAAT
showed stronger zero-shot adversarial robustness than those
few-shot methods regardless of the model size.

Different text encoders. Without text encoders, it is im-
possible for LAAT to achieve zero-shot robustness. In prin-
ciple, arbitrary text encoders are feasible for LAAT if they
have semantic consistency. We show the influence of us-
ing different CLIP text encoders in Tab. 8. We also show
the results without using any text encoders. Instead, the im-
age model was supervised by the MMC anchors (here zero-
shot recognition cannot be performed while one-shot results
are reported). We can see that using any text encoders can
obtain strong zero-shot robustness, significantly surpassing
the few-shot robustness without using text encoders. We
also studied the relationship between the distances of differ-
ent CLIP models’ anchors and Cifar100 super-categories.
The results in Appendix G further show that semantic con-
sistency of the text encoder is one of the keys to zero-shot
adversarial robustness.

5. Conclusion and Discussion

In this work, we propose a novel LAAT strategy for adver-
sarially robust image classification in a zero-shot setting,
inspired by recent vision-language models. Extensive ex-
periments demonstrate that our method has strong adver-
sarial robustness across different models and several zero-
shot settings. We hope our work could encourage more re-
searchers to investigate the robustness in the zero-shot set-
ting, which could be a promising way to improve the scala-
bility and flexibility of adversarially robust models. Limited
by the data and computing resources, we cannot perform AT
on large-scale image-text pairs directly like CLIP [39]. We
believe it could be another promising way to achieve zero-
shot adversarial robustness.
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