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Figure 1. Example results of LoS on Middlebury, ETH3D, KITTI2012 and Holopix 50k. In each example, we show the left image,
estimated disparity map and slant plane. Note that, these are all unseen samples for LoS.

Abstract

Estimating disparities in challenging areas is difficult
and limits the performance of stereo matching models. In
this paper, we exploit local structure information (LSI) to
better handle these areas. Specifically, our LSI comprises
a series of key elements, including the slant plane (param-
eterised by disparity gradients), disparity offset details and
neighbouring relations. This LSI empowers our method
to effectively handle intricate structures, including object
boundaries and curved surfaces. We bootstrap the LSI
from monocular depth and subsequently refine it to bet-
ter capture the underlying scene geometry constraints in
an iterative manner. Building upon the LSI, we introduce
the Local Structure-Guided Propagation (LSGP), which en-
hances the disparity initialization, optimization, and refine-
ment processes. By combining LSGP with a Gated Re-
current Unit (GRU), we present our novel stereo matching
method, referred to as Local Structure-guided stereo match-
ing (LoS). Remarkably, LoS achieves top-ranking results on
four widely recognized public benchmark datasets (ETH3D,
Middlebury, KITTI 15 & 12) and robust vision challenge,
demonstrating the superior capabilities of our model.

1. Introduction
The primary objective of stereo matching is to identify ac-
curate correspondences, referred to as disparities, between
pairs of input images. Existing learning-based methods

∗Corresponding author: Yulan Guo (yulan.guo@nudt.edu.cn).

commonly regress the disparity map based on the raw fea-
ture correlations/costs. Specifically, most previous meth-
ods adopt filtering-based techniques to refine the cost vol-
ume and then regress accurate disparities. These methods
first construct a 3D/4D cost volume and then filter this vol-
ume using 2D/3D convolutional neural networks (CNNs).
However, these methods require a pre-defined disparity
range to produce satisfactory results. To remedy this lim-
itation, another group of methods [18, 20, 46, 51] lever-
age optimization-based technique to optimize disparities di-
rectly using a 2D convolutional gated recurrent unit (Con-
vGRU) without relying on pre-defined disparity ranges.
Nonetheless, these methods usually require a substantial
number of iterations to achieve convergence.

Challenging areas in stereo pairs are the primary reason
why optimization-based methods necessitate numerous it-
erations to yield satisfactory results. As shown in Fig. 2,
these challenging areas in the left image of a stereo pair
encompass: Class 1, regions on the left side that are out-
side the visible range of the right view. Class 2, occluded
areas on the left side of foreground objects. Class 3, tex-
tureless areas. Class 4, edge areas (due to blurry edges
and image downsampling [4, 51]). For these challenging
areas, accurate disparities cannot be obtained solely from
the appearance information in these areas due to the am-
biguity of pixel correspondence. Instead, geometry and
depth cues in a wider neighboring areas should be adopted
to reason accurate disparities. To this end, several efforts
have been made to formulate local geometry as a slant
plane[4, 14, 35, 36, 42], which is represented using either
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(a) The left image of a stereo pair (b) The number of iterations 

required for convergence

Class 4

Figure 2. An illustration of four categories of challenging areas,
including left-side areas that are out of right view’s visible range
(class 1), occluded areas (class 2), textureless areas (class 3), and
edge areas (class 4). The number of iterations to achieve conver-
gence that required for RAFT-Stereo [20] is shown in (b).

the plane’s normal vector [4, 14, 35, 42] or the disparity
gradient [36]. However, the slant plane is limited to simple
planar structures and cannot well model non-planar geome-
tries, such as object boundaries and curved surfaces.

In this paper, we propose a novel representation of local
structural information (LSI) by combining the slant plane
with disparity offset details and neighbor relations. Our pro-
posed LSI explicitly characterizes local structures and ex-
hibits improved performance in modeling non-planar struc-
tures. On top of this LSI representation, we introduce a
local structure-guided propagation (LSGP) method to op-
timize the disparity map by propagating low-uncertainty
disparities while updating high-uncertainty ones. Integrat-
ing our approach into an optimization-based framework, we
present a stereo matching method called LoS, which stands
for Local Structure-guided stereo matching.

Our primary contributions can be summarized as:
• We propose LoS, a local structure-guided stereo matching

method that integrates structure information to improve
stereo matching performance in challenging areas.

• We introduce local structure-guided propagation (LSGP)
to explicitly leverage structure information for updating
disparities in challenging areas.

• Extensive experiments on four popular public bench-
marks demonstrate the effectiveness of LoS.

2. Related Work
In this section, we first review stereo matching methods us-
ing filtering-based and optimization-based techniques for
disparity regression. Then, we discuss recent methods that
exploits local structure information for disparity estimation.

2.1. Filtering-based Methods

Filtering-based methods commonly employ 2D/3D CNNs
to process 3D/4D cost volumes for disparity regression.
Following the traditional pipeline, Zbontar and LeCun [49]
replace the hand-crafted cost with learned matching score,
and regularize it with semi-global matching (SGM) [15].

DispNet [24] is the first end-to-end stereo matching method
that introduces the explicit correlation computation into
disparity estimation. To boost the performance of stereo
matching, 4D cost volumes are constructed to represent the
scene geometry. The cost volume can be built with con-
catenated features [8, 17] or group-wise correlation [12]
on a fixed scale [8, 12, 17, 19, 26] or multiple lev-
els [22, 31, 32]. Since these methods achieve cost aggre-
gation/regularization with 3D CNNs, they usually relies on
a preset disparity range to reduce memory cost. To further
reduce computational and memory costs, commonly used
the techniques include compressing the channel dimension
of cost volume and aggregating the cost with 2D convolu-
tion [47], and enforcing limit on the size of 4D cost vol-
ume [10, 13, 44]. However, these methods usually suffer
from performance drop. Additionally, filtering-based meth-
ods are usually poor in generalization [32, 50].

2.2. Optimizing-based Methods

Optimization-based methods iteratively update the dispar-
ity in an optimization-based framework. Specifically, GRU-
based optimization methods [37, 40, 48] show great power
in dense correspondence matching tasks. Inspired by [37],
Lipson et al. propose RAFT-Stereo [20], which iteratively
optimizes the disparity map with multi-level ConvGRU and
multi-level cost volumes. Li et al. propose CREStereo [18]
by introducing a cascade optimization architecture and an
adaptive sampling strategy to enhance model performance
in practical applications. Zhao et al. propose DLNR [51]
to hold the detail information in feature maps using a
decoupled Long Short-Term Memory (LSTM). Although
these optimization methods achieve remarkable perfor-
mance, they need dozens of iterations to achieve conver-
gence. To alleviate this problem, Xu et al. [46] propose
IGEV to process the cost volume using a light-weighted 3D
CNN as the structure information for GRU updating. How-
ever, due to the heavy memory cost and poor generalization
ability of 3D CNN, the structure information provided by
the cost volume is limited by the disparity range and some-
times noisy (containing artifacts).

2.3. Stereo Matching with Local Structure

Slant plane is widely applied in stereo matching [4, 6, 23,
35]. The plane parameters, either single-scale [4, 33] or
multi-scale [6], are usually random initialized [4, 14, 35]
or initialized from sparse matching [33], and are usually
iteratively optimized [4, 6, 14, 33, 35]. Bleyer et al. [4]
propose PatchMatchStereo, a method that employs random
initialization of normal vectors and refines them through
patchmatch propagation. Chakrabarti et al. [7] propose
CoRStereo based on multi-level slant plane represented
by normal vectors and optimized by a consensus frame-
work. Recently, the slant plane is introduced into deep-
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Figure 3. The architecture of LoS. We show the overall pipeline in (a), and illustrate the details of monocular branch (b), binocular branch
(c), disparity updating (d) and upsampling and refinement (e). Note that in (d) and (e), we omit the variables Fl, Fr and Fctx, which are
used but not updated by GRU and LSGP, and we simplify the Si updating procedure, which is detailed in steps 5 and 6 of Alg.1.

learning based methods. Wang et al. [42] introduce the
slant plane into correlation sampling and disparity refine-
ment with learned plane parameters. Tankovich et al. [36]
use the tile representation, which contains several pixels and
a slant plane represented by disparity gradient, to efficiently
propagate information and achieve accurate disparity and
local structure estimation.

3. Methodology
Our LoS consists of an initialization step and an optimiza-
tion step, with the core module being the LSGP, as illus-
trated in Fig. 3(a). Given a stereo pair {Il, Ir} with dimen-
sions sH×sW , where s = 4 is the spatial scale factor. The
initialization step initializes the disparity map D0 and lo-
cal structure information S0 for the optimization step. The
optimization step iteratively updates D0 and S0 for N iter-
ations, resulting in DN and SN , which are then upsampled
and refined to obtain the final disparity map Dhr with a res-
olution of sH × sW .

3.1. Local Structure-guided Propagation

The objective of our LSGP module is to propagate low-
uncertainty disparities to update high-uncertainty dispari-
ties under the guidance of local structure information (LSI).
Compared to the previous GRU-based propatation tech-
nique, our approach eliminates time-consuming operations
(such as feature warping for correlation calculation, correla-
tion sampling from volumes), making our propagation sig-
nificantly more efficient, see Fig. 5(b).

Local Structure Information (LSI). For a pixel at loca-
tion p = (h,w), its neighboring window is defined as a 3×3
square centered at p: N (p) = {pi|pi = (hi, wi)}, where
pi is constrained with |hi − h| ≤ 1, |wi − w| ≤ 1. Then,
we use the LSI S(p) to describe the local structure ofN (p).
The LSI S is based on the slant plane, which is represented
by disparity gradients G. Since G is only limited to planar
structures, we further introduce disparity offset details O
and local relations R to model non-planar structures such
as edges and curve surfaces. Therefore, the LSI is defined
as S = {G,O,R}. Here, G with dimensions Hp×W p×2
describes the horizontal and vertical gradients of disparities,
while O and R are with dimensions Hp×W p×9. The spa-
tial dimension (Hp,W p) ∈ {(H,W ), (sH, sW )}.

p

pi

{

o( p,pi ) O( p,pi )

G( p)·Δpi 

Disparity

Position
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O( p,pi )
o( p,pi )
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Surface
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Figure 4. 1d illustration for Eq. 2.

Propagation Process.
Given a disparity map D,
an uncertainty map δ and
LSI S = {G,O,R}, we
propagate neighboring dis-
parities D(N (p)) and uncertainties δ(N (p)) to update
D(p) and δ(p) according to S(p):
Dk(p) =

∑
pi∈N (p)

wk(p,pi)(Dk−1(pi) + o(p,pi)),

δk(p) =
∑

pi∈N (p)

wk(p,pi)δk−1(pi),
(1)

the subscript k denotes the k-th iteration, and the lowercase
o is the disparity offsets derived from G and O:

o(p,pi) = G(p) ·∆pi +O(p,pi), (2)
where ∆pi = p − pi is the pixel offset vector. o is com-
puted only once for each propagation process. Besides, wk
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Figure 5. Local Structure-Guided Propagation. We illustrate the k-
th propagation process in (a), and compare the time consumption
of GRU updating and LSGP on images with 960× 640 resolution
for 50 iterations in (b).

is the weights and
∑

pi∈N (p) wk(p,pi) = 1. To suppress
the spreading of high-uncertainty disparities, we splitN (p)
into N+(p) and N−(p) according to δk−1. N+(p) con-
tains all the low-uncertainty neighbours pi of p, where low
uncertainty is defined as δk−1(pi) ≤ δk−1(p) + δ with
the margin δ = 0.1. Note that during training, we set
N+(p) = N (p) and N−(p) = ∅ to enhance model ro-
bustness. wk is computed according to this split:

wk(p,pi) =


exp(δ̂k−1(pi)r(p,pi))∑

pj∈N+
exp(δ̂k−1(pj)r(p,pj))

, if pi ∈ N+

0 , if pi ∈ N−
,

(3)
where δ̂k−1 and r are derived from uncertainty map δk−1

and local relations R. To achieve numerical stability and
ensure that δ always takes effect, all elements in r are con-
strained to be smaller than -1, i.e. r(p,pi) = R(p,pi) −
max(R(p))−1. Since the elements of r are always smaller
than -1, we use uncertainty instead of confidence as the scal-
ing factor. To ensure that R always takes effect, we use
δ̂k−1 = δk−1 + 0.1.

Uncertainty vs. Local Relations. Uncertainties and lo-
cal relations play different roles in Eq. 3. The uncertainty
δ(N (p)) is the state of a pixel to indicate how reliable the
current disparity value is, so it should keep the same updat-
ing tracks as the disparity value. Therefore, δ(N (p)) is up-
dated with the same weight as D(N (p)) in Eq. 1. While the
local relation R(p,pi) is the inherent correlation between
the pixel pairs, and should remain unchanged in LSGP.

Model Architecture. There is no learnable parameters

in LSGP, all variables are updated by GRU. To adapt LSGP,
we slightly modify the multi-level GRU used in RAFT-
Stereo [20]: 1) We expand the output channel of the dis-
parity head to 13, allocating 1 channel for disparity redisual
∆D, 1 for uncertainty δi

U , 2 for disparity gradient residual
∆G and 9 for disparity offset details residual ∆O (refer to
step 3 in Alg. 1). 2) We introduce a two-layer head Φ to
initialize and update local relations R.

3.2. Initialization Step
The initialization step consists of two branches. The binoc-
ular branch initially passes raw disparity map Draw and un-
certainty map δraw to the monocular branch, and then the
monocular branch initialize the LSI S0 and feeds it back to
the binocular branch.

3.2.1 Monocular Branch
In the monocular branch, Il is encoded into a context feature
map Fctx and hidden state F0

stat using a context network.
Besides, we also introduce the depth prior by estimating the
monocular depth of Il. The monocular depth network is an
off-the-shelf model, MiDaS [3, 28], with a fixed I/O size of
384 × 384. The monocular depth generated by MiDaS is
then aligned to the true scale and upsampled to create the
disparity map Dmono with a spatial dimension of H ×W .

Scale Alignment. MiDaS outputs an up-to-scale depth
map DM , where each pixel’s depth is represented as inverse
depth, akin to virtual disparity. To align monocular depth
DM with raw disparity Draw, we calculate scale and shift
factors by solving a weighted least square problem:

sd, td = arg min
sd,td

384∗384∑
i=1

O(i),

O(i) = (1− δraw(i))(sdDM (i) + td −Draw(i))
2.

(4)

Both Draw and δraw are resampled to 384× 384 to match
the size of DM .

Finally, Dmono is computed and upsampled to the size
of H × W : Dmono = Bilinear Upsample(sdDM + td).
Although Dmono is aligned to the estimated true scale, we
do not use it as the initial disparity map directly due to the
lacks of object details. Instead, we use Dmono as a prior to
initialize S0 and then optimize Draw with LSGP.

LSI Initialization. We first initialize the local relations
R0 = Φ(cat(Draw,Dmono,Fctx,F

0
stat)), where cat() rep-

resents the concatenation operator. Subsequently, we have
o0(p,pi) = Dmono(p) − Dmono(pi), and initialize dis-
parity gradients G0 and disparity offset details O0:

G0(p) = arg min
G(p)

∑
pi∈N (p)

w(p,pi)(G(p) ·∆pi − o0(p,pi))
2,

O0(p,pi) = o0(p,pi)−G0(p) ·∆pi,
(5)

where w(p,pi) is computed from Eq. 3 based on δraw, R0

and N+(p) = N (p). And we have S0 = {G0,O0,R0}.
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3.2.2 Binocular Branch
In the binocular branch, Il and Ir are encoded into Fl, Fr,
Clr, Crl, Draw, and δraw using a Parallax Attention Mech-
anism (PAM)-based feature extractor [41]. Subsequently,
Draw and δraw are optimized as D0 and δ0 with LSGP.

PAM Extractor. In the PAM extractor, the input im-
ages are first progressively downsampled to 1/32 resolution
and then gradually upsampled to 1/4 resolution using a Res-
UNet. The feature pyramids from the Res-UNet are then
fed into four parallax attention modules to produce the cor-
respondence feature maps Fl and Fr and two correlation
matrices: Clr with dimensions H ×Wl×Wr and Crl with
dimensions H ×Wr ×Wl. Note that both Clr and Crl are
softmaxed along the last dimension. Finally, Draw is re-
gressed from Clr and δraw is estimated from the left-right
consistency between Clr and Crl:

Draw(h,wl) =

wl∑
wr=0

(wl − wr)Clr(h,wl, wr),

δraw(h,wl) =

wl∑
wr=0

Clr(h,wl, wr)Crl(h,wr, wl).

(6)

LSGP. LSGP is applied on resolution (Hp,W p) =
(H,W ) with N1 iterations, as shown in Fig 3(c). Since the
disparity map Draw are extremely noisy, N1 is relatively
large to ensure sufficient propagation.

3.3. Optimization Step

3.3.1 Disparity Updating
Disparity updating contains N iterations. For the i-th iter-
ation, previous disparity map Di−1, uncertainty map δi−1

and LSI Si−1 are first updated by a multi-level ConvGRU to
obtain Di

U , δi
U and Si. Subsequently, Di

U and δi
U are fur-

ther updated by LSGP based on Si. The process of a single
iteration is illustrated in Fig. 3(d) and Alg. 1.

Algorithm 1 A Single Iteration for Disparity Updating

1: Fi−1
mot ← MFE(Fl,Fr,D

i−1,δi−1,Si−1)
2: Fi

stat ← ConvGRU(Fi−1
stat,F

i−1
mot,Fctx)

3: (∆D,∆G,∆O,δi
U )← Head(Fi

stat)
4: Di

U ← Di−1 +∆D
5: Ri ← Φ(cat(Di

U ,Dmono,Fctx,F
i
stat))

6: Si ← {Gi−1 +∆G,Oi−1 +∆O,Ri}
7: Di,δi ← LSGP(Di

U ,δ
i
U ,S

i, N2)

Motion Feature. The motion feature Fi−1
mot is generated

by a motion feature encoder (MFE). In MFE, we encode the
concatenated features cat(Di−1,δi−1,Si−1) and a small
dynamic cost volume C with two separate two-layer CNNs,
then fuse them together with a single layer CNN, and con-
catenate the fused feature maps with cat(Di−1,δi−1,Si−1)

to obtain Fi−1
mot. The small dynamic cost volume C with di-

mensions G×D×H ×W is constructed by warping right
image feature Fr and then computing group-wise correla-
tions:

C(g, d, h, w) =
1

Cg

Cg∑
c=1

Fl(c, h, w)Fr(c, h
′, w′), (7)

where g ∈ [0, G− 1] is the group index, d ∈ [0, D − 1] is
the depth index, and h′ = h + fh(d), w′ = w + fw(d) −
Di−1(h,w). We adopt a 2D-1D alternate local search
strategy [18] where, in 1D search mode, fh(d) = 0 and
fw(d) ∈ [−4, 4], and in 2D search mode, fh(d) ∈ [−1, 1]
and fw(d) ∈ [−1, 1]. This setting results in C having a
depth D = 9, and we empirically set G = 8.

Multi-level ConvGRU and LSGP. The multi-level Con-
vGRU operates on four levels simultaneously, namely 1/4,
1/8, 1/16 and 1/32 resolutions. The GRUs are based on sep-
arable convolutions [18, 37] and are cross-connected [20],
implying that the hidden states of adjacent levels are also
the inputs to the current level. As shown in Fig 3(d), LSGP
works on resolution (Hp,W p) = (H,W ) with N2 itera-
tions.

3.3.2 Upsampling and Refinement
We employ convex upsampling [37] to reconstruct the dis-
parity map, uncertainty map and LSI to the original resolu-
tion, and then refine the disparity map with LSGP.

Upsampling. Convex upsampling treats the original res-
olution disparity values as a weighted sum of their coarse-
resolution neighbors in a 3×3 grid. We apply an additional
GRU updating to align hidden states FN

stat and disparity
map DN , resulting in Slr, δlr and Dlr. Then, we upsam-
ple Slr, δlr and Dlr to obtain Shr, δhr

U and Dhr
U .

Refinement with LSGP. we apply LSGP with N2 it-
erations to obtain Dhr according to Dhr

U , Shr and δhr
U ,

as shown in Fig 3(e). Here, LSGP works on resolution
(Hp,W p) = (sH, sW ).

3.4. Supervision

Loss Functions. During training, we collect the interme-
diate outputs in disparity updating as a sequence, compute
the l1 distance between the predicted values and the ground
truth values. The total loss composes of three parts:

L = Ld + Lo + Lg,

Ld =
∑2N

i=1 γ
2N−i∥Dgt −Di∥1,

Lo =
∑N

i=1 γ
N−i∥ogt − oi∥1,

Lg =
∑N

i=1 γ
N−i∥Ggt −Gi∥1

(8)

where Di ∈ {CUp(D1),CUp(D1
U ), · · · ,Dhr

U ,Dhr} and
oi is computed with Eq. 2 based on {Oi,Gi} ⊆ Si ∈
{CUp(S1), · · · ,Shr}. We set γ = 0.9 and CUp() stands
for convex upsampling.
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RANSAC(unmasked)

RANSAC(masked)Least Square (ours)

RANSAC(unmasked)

RANSAC(masked)

Least Square (ours)

Figure 6. An illustration of the disparity gradient labels. RANSAC
based method depends on densification pre-processing, and may
introduce artifacts on edges (see black boxes). Our weighted least
square solution directly works with semi-dense ground truth and
there are less noises. Best zoomed in.

Labels Generation. The label ogt is simply derived
from Dgt with unfolding operator, while Ggt is generated
by solving a weighted least square problem. For a pixel p,
we compute the disparity gradient within a 9 × 9 window
N9(p) centered at p:

Ggt(p) = arg min
G(p)

∑
pj∈N9(p)

w(p,pj)(G(p)·∆pj−ogt(p,pj))
2,

(9)
where w is the weight:

w(p,pj) = M(p,pj)exp(−d(p,pj)), (10)

where d(p,pj) = ∥p − pj∥22 + (Dgt(p) − Dgt(pj))
2.

M is a binary mask, which is set to 1 if and only if
both Dgt(p) and Dgt(pi) are valid. Compared to the
RANSAC-based implementation used in HITNet [36], our
disparity gradient label generation method offers two ad-
vantages: 1) It is efficient since the least square problem has
a closed-form solution, while the RANSAC-based method
requires several iterations. 2) It can work with semi-dense
ground truth directly, without the need for any densification
pre-processing. The disparity gradient label examples are
shown in Fig. 6.

4. Experiments
In this section, We mainly evaluate our LoS on different
benchmarks and analyse the LSGP. The ablation studies are
contained in the supplementary.
4.1. Benchmark Evaluations
We evaluate our LoS on four popular public benchmarks,
the quantitative results are shown in Table 1 and visual com-
parison results are illustrated in Fig. 7.

Datasets. We evaluate the proposed LoS on four pop-
ular public benchmarks, including ETH3D [30], Middle-
bury [29], KITTI 2012 [11] and KITTI 2015 [25]. For
model training, we collect data from various public datasets
to compose the basic training set (BTS), including Scene-
Flow [24], CRE [18], MPI-Sintel [5], FallingThings [39]
and Instereo2K [1]. There are 300, 028 samples in the BTS.

Implementation Details. We implement our model us-
ing Pytorch [27] and train the model with the AdamW opti-
mizer [21]. The training process consists of 300k steps, and
the input data is 640×480 with a batch size of 16. We set the
max learning rate to 4e−4, the learning rate linearly warms
up from 5% to 100% in the first 6k steps (2%). Then, af-
ter 180k steps (60%), the learning rate is linearly decreased
from 100% to 5%. We set N = 5, N1 = 32, N2 = 4 during
training and N = 10, N1 = 64, N2 = 4 for test.

ETH3D. Following CREStereo [18], we train the model
from scratch without fine-tuning. The full training set is
composed of the BTS and ETH3D training set, with ETH3D
being augmented to 2% of the full training set. We achieve
the best performance among all of the published methods
in terms of Bad1.0 metrics and achieve the state-of-the-art
performance on AvgErr metrics. For ETH3D, most of the
challenging areas belong to classes 3 and 4, which are co-
visible for the stereo pairs. Thus, our LSGP achieves con-
sistent improvement when being tested with all pixels and
with only non-occluded pixels.

Middlebury. The training strategy on Middlebury is the
same as ETH3D and the full training set is the combina-
tion of the BTS and Middlebury training set. LoS outper-
forms all existing methods in terms of AvgErr-all metric.
Since our LoS updates the disparities in challenging areas
for dozens of times with LSGP, it achieves the lowest av-
erage error. Compared to DLNR [51], our LoS achieves
comparable performance but is more efficient. Specifically,
LoS runs at 0.93 s/frame on RTX4090 while DLNR runs at
1.68 s/frame on Tesla A100.

KITTI 12 & KITTI 15. We first train the models with
the BTS and then finetune the models for 50k steps with the
combination of KITTI 12, KITTI 15 and BTS. The KITTIs
account for 80% in the finetuning dataset and the rest are
randomly sampled from BTS. During finetuning, the max
learning rate is 1e−4. We rank the first when testing within
reflective regions on KITTI 2012, because most of the re-
flective regions are from cars, which can be handled well by
LSGP. Additionally, we also achieves state-of-the-art per-
formance on other metrics of KITTI 12 & 15, which shows
the superiority of our LoS.

Robust Vision Challenge. Following [16], we first train
the model with ETH3D, Middlebury and BTS and then in-
troduce KITTIs to finetune the model for 50k steps. During
finetuning, we augment the KITTIs to 50% and set the max
learning rate to 1e−4. We achieve the best overall perfor-
mance within the robust vision challenge settings, which
demonstrates that local structure guidance benefits the ro-
bustness of stereo matching.

4.2. Analyse LSGP
Efficiency Evaluation. We conduct an efficiency compar-
ison among RAFT-Stereo, CREStereo, IGEV, and LoS un-
der their default inference settings, as summarized in Ta-
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Method
ETH3D Middlebury KITTI 2015 KITTI 2012

Bad1.0
all

AvgErr
all

Bad1.0
noc

AvgErr
noc

Bad2.0
all

AvgErr
all

Bad2.0
noc

AvgErr
noc

D1-bg
all

D1-fg
all

D1-all
all

D1-all
noc

out-3
all

out-3
noc

out-3
all(R)

out-3
noc(R)

PSMNet [8] - - - - - - - - 1.86 4.62 2.32 2.14 1.89 1.49 10.18 8.36
GwcNet [12] - - - - - - - - 1.74 3.93 2.11 1.92 1.70 1.32 9.28 7.80
LEAStereo [9] - - - - 12.1 2.89 7.15 1.43 1.40 2.91 1.65 1.51 1.45 1.13 6.50 5.35
AdaStereo [34] 3.34 0.25 3.09 0.24 19.8 3.39 13.7 2.22 2.59 5.55 3.08 2.83 - - - -
HITNet [36] 3.11 0.22 2.79 0.20 12.8 3.29 6.46 1.71 1.74 3.20 1.98 1.74 1.89 1.41 7.54 5.91
CFNet [31] 3.70 0.26 3.31 0.24 - - - - 1.54 3.56 1.88 1.73 1.58 1.23 7.29 5.96
RAFT-Stereo [20] 2.60 0.19 2.44 0.18 9.37 2.71 4.74 1.27 1.58 3.05 1.82 1.69 1.66 1.30 6.48 5.40
PCWNet [32] - - - - - - - - 1.37 3.16 1.67 1.53 1.37 1.04 6.20 4.99
ACVNet [45] 2.86 0.24 2.58 0.23 19.5 12.1 13.7 2.22 1.37 3.07 1.65 1.52 1.47 1.13 8.67 7.03
CREStereo [18] 1.09 0.14 0.98 0.13 8.13 2.10 3.71 1.15 1.45 2.86 1.69 1.54 1.46 1.14 7.27 6.27
DLNR [51] - - - - 6.98 1.91 3.20 1.06 1.60 2.59 1.76 1.61 - - - -
IGEV [46] 1.51 0.20 1.12 0.14 8.16 3.64 4.83 2.89 1.38 2.67 1.59 1.49 1.44 1.12 5.00 4.35
CroCo-Stereo [43] 1.14 0.15 0.99 0.14 11.1 2.36 7.29 1.76 1.38 2.65 1.59 1.51 - - - -
LoS(Ours) 1.03 0.15 0.91 0.14 8.03 1.75 4.20 1.12 1.42 2.81 1.65 1.52 1.38 1.10 4.45 3.47

iResNet ROB [19] 4.67 0.27 4.23 0.25 31.7 6.56 24.8 4.51 2.27 4.89 2.71 2.40 - - - -
CFNet RVC [31] 3.70 0.26 3.31 0.24 16.1 5.07 10.1 3.49 1.65 3.53 1.96 1.76 - - - -
CREStereo++ RVC [16] 1.70 0.16 1.59 0.15 9.46 2.20 4.68 1.28 1.55 3.53 1.88 1.75 - - - -
LoS RVC(Ours) 1.47 0.14 1.26 0.13 9.30 2.36 5.14 1.57 1.58 3.08 1.83 1.71 - - - -

Table 1. Results on four popular benchmarks. Top: Comparison with fine-tuned models. Bottom: Comparison with winners of the Robust
Vision Challenges 2018, 2020 and 2022. The second and third rows show the metrics and testing masks. All metrics are presented in
percentages except for AvgErr presented by pixels. For testing masks, “all” denotes being tested with all pixels while “noc” denotes being
tested with a non-occlusion mask. “(R)” denotes being tested within reflective regions. The best and second best are marked with colors.

Left image RAFT-Stereo (3DV21) CREStereo (CVPR22) IGEV-Stereo (CVPR23) LoS (Ours)
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Figure 7. Qualitative results on the test set of Middlebury, ETH3D, KITTI2015, and KITTI2012. Since ETH3D benchmark do not provide
the error map, we only show the zoomed highlight parts. Best zoomed in.

RAFT-Stereo [20] CREStereo [18] IGEV [46] LoS (Ours)
960 × 640 0.43s 0.41s 0.47s 0.31s

1920 × 1080 1.21s 0.99s 1.09s 0.73s

Table 2. Time consumption comparison between typical optimiza-
tion based methods. All the models are tested with the officially
released codes and default inference settings on a RTX4090 GPU.

ble 2. Our LoS is more efficient than the counterparts while
achieves better cross-dataset overall performance. This effi-
ciency improvement stems from the introduction of LSGP,
which are more efficient (as depicted in Fig 5(b)), to reduce
GRU iterations.

Challenging Areas Evaluation. We evaluate the RAFT-
Stereo, IGEV and LoS on UnrealStereo4K [38] dataset with
four category masks. The process of mask generation is de-
tailed in supplementary. We use the parameters trained with
Middlebury, and since CREStereo [18] do not release their
Middlebury weights, we exclude CREStereo in this eval-
uation. As shown in Table 3, our LoS significantly outper-
forms the counterparts on AvgErr metric, and achieves com-
parable performance in terms of Bad2.0, which is consistent
with the results in Table 1. Additionally, LoS significantly
surpass the LoS model without LSGP in all metrics. The
results demonstrate that LSGP markedly improves the dis-
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(a)  left image 

(b)  left disparity 

(c)  class1 mask 

(d)  class2 mask 

(e)  class3 mask 

(f)  class4 mask 

Figure 8. Test sample from UnrealStereo4K dataset.

time
(s) overall class1

(4.62%)
class2

(3.72%)
class3

(27.9%)
class4

(5.74%)
RAFT-Stereo 3.34 15.7 / 14.11 36.3 / 32.15 47.5 / 16.54 23.5 / 19.96 48.2 / 20.81
IGEV 3.90 25.8 / 22.23 43.0 / 41.53 48.5 / 20.58 38.2 / 26.73 52.3 / 25.93
LoS 1.85 15.0 / 6.28 29.1 / 9.05 48.8 / 13.81 26.6 / 7.08 51.3 / 13.36
(w/o LSGP) 1.44 19.9 / 18.81 55.0 / 18.90 67.5 / 49.59 31.6 / 26.51 55.7 / 27.19

Table 3. Evaluation with different category masks on Unreal-
Stereo4K. We report Bad2.0(%)/AvgErr(pixel) metrics for each
method and class. We also report the average ratio for each class.

(a) Stereo pair (b) Disparity map

(c) Disparity offset o0 derived 
from Dmono

(d) Softmaxed local relations R0 

(e) Disparity offset olr derived 
from Glr, Olr

(f) Softmaxed local relations Rlr 

Figure 9. An illustration of LSI. We visualize o and R of two
stages. Since o and R are the representations for pixel-pairs
{(p,pi)|pi ∈ N (p)}, we arrange the images into a 3 × 3 grid
according to the relative position between p and pi. For clarity,
we limit |o| ≤ 0.1 and softmax(R) ≤ 0.5. Best zoomed in.

parity estimation accuracy in challenging areas, especailly
the class 1 region.

Understanding LSI. We visualize the LSI in Fig. 9. The
local relation constrains pixels to derive disparities from
neighboring pixels belonging to the same object. For ex-
ample, the third column of (d) and (f) are brighter on the

left side, which means the pixels on the left side of the
image (class1 regions) tend to obtain information from the
right neighbors. On the contrary, the pixels on the left side
of foreground objects (class2 regions) tend to obtain infor-
mation from their left neighbors, resulting in the brighter
regions in the first column of (d) and (f). It is also evi-
dent that the disparity offsets o effectively manage bound-
aries and curved surfaces, indicated by the green boxes in
Fig. 9 (e). Comparing Fig. 9 (c) and (e), o optimized by
GRU and is more accurate, which benefits the LSGP. The
ablation study also highlights the substantial enhancement
in LSI quality achieved through the iterative updating by
GRU, consequently resulting in a notable improvement in
performance. Please refer to the supplementary material for
further details.

Limitations. First, the LSI struggles with extremely
complex structures, such as these structures involving inter-
occlusions, as indicated by the yellow boxes in Fig. 9 (e).
These complex structures are also prevalent in KITTI, in-
cluding dense vegetation and wooded areas, which limit the
performance of LoS. Second, there are no constraints im-
posed on disparity offset residuals O currently, leading to
residuals in self-disparity offset o(p,p) after several GRU
updating, as demonstrated in the central subplot of Fig. 9
(e). These residuals cause LSGP to partially replicate the
role of GRU updating (step 4 of Alg. 1), which constrains
our ability to adjust N2 freely during inference. Third, de-
spite our efforts to mitigate the impact of high-uncertainty
pixels by splitting the neighbors (Eq. 3), these pixels may
still affect pixels with low uncertainty, marginally diminish-
ing our method’s performance in terms of Badx.0 metric.

5. Conclusion

In this paper, we propose LoS, an optimization-based stereo
matching method enhanced by local structure guidance. We
first present the local structure of a scene with an extended
LSI to capture more details and handle non-planar struc-
tures such as curve faces and object boundaries. Then we
propose LSGP on the basis of LSI to update the estimated
disparity map with local structure guidance. Despite the
limitations, our LSI introduces informative local structure
guidance to stereo matching, and LSGP significantly and ef-
ficiently improves the disparity accuracy under the structure
guidance. Extensive experiments on four popular bench-
marks and robust vision challenge demonstrate the effec-
tiveness, robustness and efficiency of the proposed LoS.
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Greg Krathwohl, Nera Nešić, Xi Wang, and Porter West-
ling. High-resolution stereo datasets with subpixel-accurate
ground truth. In Proceedings of the German Conference on
Pattern Recognition (GCPR), pages 31–42. Springer, 2014.
6, 3
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