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Figure 1. NeISF reconstructs highly accurate shapes and materials using polarization cues. The inter-reflection between the teapot and
the book is clearly observed in our specular intensity, while PANDORA [17] is heavily affected by the textures and does not correctly
reconstruct the inter-reflection because it only assumes single-bounced illumination. DoLP denotes the degree of linear polarization.

Abstract

Multi-view inverse rendering is the problem of estimat-
ing the scene parameters such as shapes, materials, or il-
luminations from a sequence of images captured under dif-
ferent viewpoints. Many approaches, however, assume sin-
gle light bounce and thus fail to recover challenging sce-
narios like inter-reflections. On the other hand, simply ex-
tending those methods to consider multi-bounced light re-
quires more assumptions to alleviate the ambiguity. To
address this problem, we propose Neural Incident Stokes
Fields (NeISF), a multi-view inverse rendering framework
that reduces ambiguities using polarization cues. The pri-
mary motivation for using polarization cues is that it is the
accumulation of multi-bounced light, providing rich infor-
mation about geometry and material. Based on this knowl-
edge, the proposed incident Stokes field efficiently models
the accumulated polarization effect with the aid of an orig-
inal physically-based differentiable polarimetric renderer.
Lastly, experimental results show that our method outper-
forms the existing works in synthetic and real scenarios.

*Work done during an internship at Sony Semiconductor Solutions Cor-
poration

1. Introduction

Inverse rendering aims at decomposing the target scene
into parameters such as geometry, material, and lighting. It
is a long-standing task for computer vision and computer
graphics and has many downstream tasks, such as relight-
ing, material editing, and novel-view synthesis. The main
challenge of inverse rendering is that many combinations
of the scene parameters can express the same appearance,
called the ambiguity problem. Solutions to the ambigu-
ity can be roughly divided into two categories: simplify-
ing the scene and utilizing more information. For the first
group, some studies assume a Lambertian Bidirectional Re-
flectance Distribution Function (BRDF) [71], a single point
light source [18], or a near-planar geometry [46]. For the
second group, additional information such as multiple view-
points [33], additional illuminations [11], multi-spectral im-
ages [40], depth information [36], and polarization cues
[94] has been extensively explored.

Most of the aforementioned methods use explicit repre-
sentations of scene parameters. On the other hand, Neural
Radiance Fields (NeRF) [58] shows the successful use of
implicit representations. Although NeRF achieves remark-
able performance on novel-view synthesis, it does not de-
compose the scene into the parameters. Thus, many ap-
proaches try to extend the NeRF representation to solve
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Figure 2. Concept of our incident Stokes fields. The orange paths are explicitly computed, while the blue paths are implicitly represented.
(a) In the traditional path tracer, the incident Stokes vectors are computed by the recursive multiplication of Stokes vectors, rotation Mueller
matrices, and pBRDF Mueller matrices. (b) The diffuse and specular pBRDF matrices have different reference frames. Thus, the rotation
matrices should be treated separately. (c) Given the positions of the interaction points and the directions of the incident light, we use MLPs
to implicitly record the already-rotated incident Stokes vectors of diffuse and specular components, separately.

inverse rendering, and solutions to the ambiguity problem
can still be categorized into the two groups stated above.
For the first group, assumptions such as a smooth rough-
ness field [82], low roughness [74], known lighting [73,81],
single light bounce [7, 8], collocated flashlight [90], or a
Lambertian surface [89] are proposed to stabilize the train-
ing. However, these assumptions severely limit the scope
of target scenes. For the second group, various types of
cues such as depth images [1], azimuth maps [13], multi-
ple lights [42, 52] and multi-spectral information [68] are
investigated. Additionally, polarization is also examined in
this group. To our knowledge, PANDORA [17] first com-
bines the implicit representations and polarization cues for
the diffuse-specular reflection separation and the geometry
estimation. However, due to the entangled representation
of the incident light and surface reflectance, BRDF param-
eters are not estimated. In addition, they assume a single
light bounce and unpolarized incident light. These limita-
tions lead to our key research question: Can polarization
cues disambiguate the full NeRF-based inverse rendering?

We propose Neural Incident Stokes Fields (NeISF), an
inverse rendering method using polarization cues and im-
plicit representations. It takes multi-view polarized images
of a static object with known object masks and camera
poses but with unknown geometry, material, and lighting.
Based on the implicit representation for the multi-bounced
light [82,89], the proposed incident Stokes fields effectively
extend this representation to include the polarization cues.
Specifically, instead of explicitly modeling every single
light bounce as shown in Fig. 2 (a), we use coordinate-based
multi-layer perceptrons (MLPs) to record Stokes vectors of
all the second-last bounces (Fig. 2 (c)). After that, we
introduce a physically-based polarimetric renderer to com-
pute Stokes vectors of the last bounces using a polarimetric
BRDF model proposed by Baek et al. [5] (Baek pBRDF).

The challenging part of extending an unpolarized incident
light field to a polarized one is that we must ensure that the
Stokes vectors are properly rotated to share the same ref-
erence frame with the Mueller matrices. Furthermore, the
diffuse and specular components have different reference
frames, which makes the problem more complicated. This
is because the reference frame of diffuse Mueller matrices
depends on the surface normal, while the reference frame of
specular Mueller matrices depends on the microfacet nor-
mal (Fig. 2 (b)). To solve this issue, we propose to im-
plicitly record the rotation of the second-last bounce for the
diffuse and specular components separately. More specifi-
cally, given the position and direction of the incident light,
we use MLPs to record the already rotated Stokes vectors of
diffuse and specular components independently. Our light
representation is capable of handling challenging scenes in-
cluding those that have inter-reflections. In addition, the
polarization cues can provide a wealth of information on ge-
ometry, material, and light, making it easier to solve inverse
rendering compared to unpolarized methods. To compre-
hensively evaluate the proposed approach, we construct two
polarimetric HDR datasets: a synthetic dataset rendered by
Mitsuba 3.0 [28], and a real-world dataset captured by a po-
larization camera. Fig. 1 shows that our model outperforms
the existing methods. To summarize our contributions:

• This method introduces a unique representation, which
implicitly models multi-bounce polarized light paths with
the rotation of Stokes vectors taken into account.

• To perfectly integrate the representation into the training
pipeline, we introduce a differentiable physically-based
polarimetric renderer.

• Our method achieves state-of-the-art performance on
both synthetic and real scenarios.

• Our real and synthetic multi-view polarimetric datasets
and implementation are publicly available.
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2. Related Works
Inverse Rendering We roughly divide the existing inverse
rendering works into two groups, which are learning-based
and optimization-based methods. Most of the learning-
based inverse rendering works [10, 41, 45, 48, 49, 51, 69,
70, 77, 96] are single-view approaches. They mainly rely
on large-scale synthetic training datasets because acquiring
the ground truth material, geometry, and lighting parame-
ters is labor-intensive and time-consuming. A well-known
problem of using synthetic training data is the domain gap,
where the trained model often fails to give reasonable re-
sults for the real-world scene. Optimization-based meth-
ods [6, 54, 55, 59, 64, 66, 86], also known as analysis by
synthesis, are the other direction to solve inverse rendering.
The recent breakthrough of optimization-based methods is
dominated by the differentiable rendering [44, 62, 87, 88].
Differentiable renderers like Mitsuba [63] are able to back-
propagate the gradients to physical parameters even when
the light is bounced multiple times. However, it requires
a huge computational cost and memory consumption when
handling a complex scene. NeRF-based inverse rendering
can also be classified as the optimization-based method.
Compared to the explicit representation of scene parame-
ters, the compactness and effectiveness of neural implicit
representation have been verified.
Neural Implicit Fields NeRF [58] achieved photorealistic
performance for novel-view synthesis utilizing the effec-
tiveness of implicit neural representation. However, inverse
rendering is not directly supported due to the entangled rep-
resentation. This limitation has opened up a new research
field on neural implicit fields-based inverse rendering.

Some works only focus on geometry estimation. Repre-
sentative works such as IDR [85], NeuS [76], VolSDF [83],
and BakedSDF [84] can be classified into this group. They
disentangle the geometry but use an entangled representa-
tion of the lighting and material. Attempts to complete the
disentanglement have been widely studied. Early works
only consider the direct lighting represented by a spheri-
cal Gaussian [7, 91], an environment map [92], or split-
sum approximation [9, 60]. These direct lighting-based
works are not capable of handling complex effects like
inter-reflection. Later, several works [29, 47, 78, 79, 93, 95]
that also consider indirect lighting have been reported. One
simple but efficient solution is Neural Radiosity [23], which
records a part of light bounces using MLPs. Inspired by
them, many works [24, 82, 89] also use such kind of light
representation for inverse rendering. We extend their idea
by proposing the neural incident Stokes fields to model the
multi-bounced polarimetric light propagation.
Polarization Polarization is one of the properties of elec-
tromagnetic waves that specifies the geometrical orienta-
tion of the oscillations. An important phenomenon of po-
larization is that it changes after interacting with objects,

providing rich information for a variety of applications in-
cluding inverse rendering. Since the release of commer-
cial polarization cameras [80], it has become easier to cap-
ture polarized images, and polarization research has be-
come more active. Various applications such as the esti-
mation of shape [3, 14, 21, 27, 30, 35, 39, 61, 72, 97], mate-
rial [2, 4, 19, 20, 26], pose [16, 22, 98], white balance [65],
reflection removal [38,43,56], segmentation [32,50,57], and
sensor design [37] have been explored.

So far, attempts to combine NeRF and polarization
mainly focused on extending the intensity fields to the po-
larimetric (pCON [67]) fields or Spectro-polarimetric (Ne-
SpoF [34]) fields for novel-view synthesis. Namely, they do
not use polarization for inverse rendering. PANDORA [17]
is the first work that combines polarization cues and NeRF
for inverse rendering purposes. They train coordinate-based
MLPs to estimate normals, diffuse radiance, and specular
radiance. After that, the estimated normals, diffuse ra-
diance, and specular radiance are combined by a simpli-
fied renderer to generate the outgoing Stokes vectors. The
main limitation of PANDORA can be considered as follows.
First, it does not support the inverse rendering of BRDF pa-
rameters. Because the diffuse and specular radiance entan-
gles the incident light, BRDF, and normals. Second, they
assume an unpolarized incident light. This violates the com-
mon situation in the real world where the light has already
bounced and become polarized before hitting the object. In
contrast, the rendering process of our method is physically
based, making it possible to fully disentangle the material,
geometry, and lighting. Additionally, we do not require an
unpolarized incident light assumption.

3. Preliminary
We briefly introduce the mathematics used to describe

the polarimetric light propagation, BRDF, and rendering
equation. Details are in the supplementary document.

3.1. Stokes-Mueller multiplication

The polarization state of the light can be represented as
a Stokes vector s ∈ R3. It has three elements [s0, s1, s2],
where s0 is the unpolarized light intensity, s1 is the 0◦ over
90◦ linear polarization, and s2 is the 45◦ over 135◦ lin-
ear polarization. We do not consider the fourth dimension
representing circular polarization in this paper. The light-
object interaction can be expressed by the multiplication of
Stokes vectors and Mueller matrices:

sout = M ·R · sin, (1)

where M ∈ R3×3 is the Mueller matrix representing the
optical property of the interaction point, sin and sout are the
incident and outgoing Stokes vectors. R ∈ R3×3 is the
rotation matrix which depends on the relative angle of the
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reference frames of sin and M. It must also be multiplied,
as the Stokes-Mueller multiplication is only valid when they
share the same reference frame.

3.2. Polarimetric BRDF

In Baek pBRDF, the diffuse and specular components
are modeled separately. The diffuse component Mdif de-
scribes the process of transmitting from the outside to in-
side, subsurface scattering, and transmitting from the inside
to outside. It can be formulated as follows:

Mdif = (
ρ

π
cos θi)F

T
o ·D · FT

i . (2)

ρ is the diffuse albedo, θi,o denotes the incident / outgo-
ing angle, D ∈ R3×3 is a depolarizer, and FT

i,o ∈ R3×3

is the Fresnel transmission term. The specular component
describes the microfacet surface reflection:

Mspec = ks
DG

4 cos θo
FR, (3)

where ks is the specular coefficient, D is the GGX distribu-
tion function [75], G is the Smith function, and FR ∈ R3×3

is the Fresnel reflection. When rendering RGB images, Eq.
2 and 3 should be repeated three times with separate diffuse
albedos and specular coefficients.

3.3. Polarimetric rendering equation

According to Eq. 1, we can obtain the polarimetric ver-
sion of the Rendering Equation [31]:

scam = Rcam ·
∫
Ω

M ·Rin · sin dωi, (4)

where scam is the Stokes vector captured by the camera,
Rcam is the rotation matrix from the Mueller matrix to the
camera’s reference frame, rotation matrix Rin rotates the
incident Stokes vector sin to the reference frame of Mueller
matrix M, ωi ∈ R3 is the incident direction.

Furthermore, Baek pBRDF handles the rotation matrices
of diffuse and specular components in a different manner.
Because the reference frame of the diffuse Mueller matrix
Mdif depends on the surface normal, while the reference
frame of the specular Mueller matrix Mspec depends on the
microfacet normal (halfway vector) as shown in (Fig. 2 (b)).
Thus, for the diffuse/specular part, the Eq. 4 should be:

scam
dif = Rcam

dif ·
∫
Ω

Mdif ·Rin
dif · sin dωi, (5)

scam
spec =

∫
Ω

Rcam
spec ·Mspec ·Rin

spec · sin dωi. (6)

Note that for the specular component, Rcam
spec· should be

placed into the integral, as the microfacet normal changes
according to the incident direction ωi.

4. Our Approach
Our method takes multi-view polarized images, masks,

and camera poses as inputs and outputs diffuse albedo,
roughness, and surface normal. It supports various down-
stream tasks including relighting, material editing, and
diffuse-specular separation. Details will be introduced in
the following subsections, and we show an overview of our
method in Fig. 3.

4.1. Assumptions and scopes

We keep the specular coefficient ks = [1, 1, 1]. In ad-
dition, we assume a constant refractive index η = 1.5,
because this is close to the refractive index of common
materials such as acrylic glass (1.49), polypropylene plas-
tic (1.49), and quartz (1.458). This work only focuses on
object-level inverse rendering, and scene-level inverse ren-
dering is beyond the scope. In addition, Baek pBRDF is
only applicable to opaque and dielectric materials, which
means objects that include metals, translucent, or transpar-
ent parts are not our target objects.

4.2. Signed distance fields

We represent the geometry using a signed distance field
net fsdf. Let {xk}Nk=1 be the N samples along the ray direc-
tion:

fsdf(x
k) = dk, (7)

dk is the signed distance from the nearest surface. The nor-
mal of the sampled location xk can be obtained by calculat-
ing the normalized gradient of fsdf:

∇xkfsdf(x
k)/||∇xkfsdf(x

k)||2 = nk. (8)

After obtaining all the normals of sampled points, an alpha-
blending is required to compute the surface normal of the
interaction point. The weight wk of the alpha-blending can
be calculated by:

wk = T k(1− exp (−σkδk)), (9)

where T k = exp (−
∑k−1

j=1 σ
jδj), δ is the distance between

two adjacent samples. For the density σ, we follow the def-
inition of VolSDF [83]:

σk = αΨβ(d
k), (10)

where Ψ is the cumulative distribution function of the
Laplace distribution, α and β are two learnable parameters.
Then, we compute the alpha-blending to achieve the final
surface normal: n =

∑N
k=1 w

knk.

4.3. BRDF fields

As the specular coefficient ks and refractive index η are
assumed as constants, we only need to estimate the diffuse
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Figure 3. Overview of NeISF. For each interaction point, we use MLPs to implicitly record surface normal n (Sec. 4.2), diffuse albedo ρ,
roughness r (Sec. 4.3), and already-rotated incident Stokes vectors of diffuse sr

dif and specular sr
spec components (Sec. 4.4). A physically-

based polarimetric renderer is adopted to render the outgoing Stokes vectors scam (Sec. 4.5).

albedo ρ ∈ R3 and roughness r. Thus, for each sampled
location xk, we estimate:

falb(x
k) = ρk, (11)

frough(x
k) = rk. (12)

Similar to the surface normal, the albedo and roughness
for the interaction point can also be calculated via alpha-
blending: ρ =

∑N
k=1 w

kρk, r =
∑N

k=1 w
krk.

4.4. Incident Stokes fields

As NeILF [82] proposed, the complicated multi-bounced
light propagation can be represented as an incident light
field. Specifically, given the location and direction of all
second-last bounce lights, they use MLPs to record the light
intensities. Seemingly, extending the incident light field to
the incident Stokes vectors is straightforward, and the only
thing we need to do is to change the outputs of MLPs from
the 1D light intensities to the 3D Stokes vectors. However,
as shown in Eq. 5 and Eq. 6, rotation matrices must also be
considered because Mueller-Stokes multiplication is only
valid when they share the same reference frames. In addi-
tion, the diffuse and specular components have different be-
havior of rotations, which makes the problem even harder.
One potential solution is to explicitly calculate rotation ma-
trices Rin

dif and Rin
spec. However, calculating the rotation ma-

trices requires us to know the accurate reference frame of
the current surface and incident light. The former can be
easily calculated using the surface normal (for diffuse re-
flection) or half-vector (for specular reflection). However,
computing the reference frame of the incident light is time
consuming as it depends on the previous bounce, and ex-
plicitly simulating the previous bounce requires even more

computational resources. Here we have an interesting ob-
servation: No matter what the reference frame of the inci-
dent light is, what we care about is the value of the inci-
dent Stokes vectors after the rotation. Thus, we propose
a simple but efficient solution: modeling the rotation ma-
trices implicitly. Specifically, instead of recording sin, we
directly record the already-rotated Stokes vectors Rin

dif · sin

and Rin
spec · sin using MLPs. For simplicity, we use sr

dif and
sr

spec to denote the already-rotated incident Stokes vectors
of diffuse and specular component separately. Because the
first elements (unpolarized light intensity) of sr

dif and sr
spec

are the same, in practice, we use three MLPs to model the
incident Stokes vectors. The first one is an incident intensity
network:

fi(x,ωi) = sr
spec[0] = sr

dif[0], (13)

where [n] denotes the nth element of the vector. x is the
ray-surface interaction point calculated using ray-marching.
The second one is an incident specular Stokes network:

fspec(x,ωi) = sr
spec[1, 2], (14)

and the third one is an incident diffuse Stokes network:

fdif(x,ωi) = sr
dif[1]. (15)

Note that we do not estimate sr
dif[2], as it will be canceled

out in the polarimetric rendering. Please refer to the supple-
mentary material for details.

4.5. Sphere sampling

Following NeILF [82], we solve the integral of the Ren-
dering Equation using a fixed Fibonacci sphere sampling.
So that we can rewrite Eq. 5 as follows:
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Ours Ours-no-pol PANDORA [17] NeILF++ [89] VolSDF [83]

Bunny

Normal (MAE↓) 1.727◦ 3.295◦ 7.769◦ 4.481◦ 5.210◦

Mixed (PSNR↑) 36.81 34.45 24.62 32.08 35.08
Specular (PSNR↑) 27.68 26.91 20.04 - -
Diffuse (PSNR↑) 35.31 32.93 24.43 - -
Roughness (SI-L1↓) .0149 .0244 - - -
Albedo (SI-L1↓) .0372 .0396 - - -

Teapot

Normal (MAE↓) 2.541◦ 3.894◦ 6.722◦ 5.752◦ 6.375◦

Mixed (PSNR↑) 31.32 30.23 22.47 25.24 28.91
Specular (PSNR↑) 22.50 21.15 16.84 - -
Diffuse (PSNR↑) 31.97 30.17 22.39 - -
Roughness (SI-L1↓) .0172 .0223 - - -
Albedo (SI-L1↓) .0712 .0720 - - -

Table 1. Results on synthetic dataset. Metrics are computed on 10 test images. The surface normal is evaluated by mean angular error
(MAE), and intensity images are evaluated with a peak signal-to-noise ratio (PSNR). Due to the inherent ambiguity of albedo and rough-
ness, we use a scale-invariant L1 error (SI-L1) following IRON [90]. ”Mixed” represents the combination of ”Specular” and ”Diffuse”.

scam
dif =

2π

|SL|
Rcam

dif ·
∑
SL

Mdif · sr
dif, (16)

where scam
dif is the outgoing Stokes vectors of the diffuse

component, SL is the set of the sampled incident light over
the hemisphere, Rcam

dif is the rotation matrix computed using
the estimated surface normal, Mdif is the estimated Mueller
matrix of the diffuse component, and sr

dif is the incident dif-
fuse Stokes vectors. Similarly, we can also rewrite Eq. 6 for
the specular component:

scam
spec =

2π

|SL|
∑
SL

Rcam
spec ·Mspec · sr

spec. (17)

The final output can be obtained by:

scam = scam
dif + scam

spec. (18)

4.6. Training scheme

We use a three-stage training scheme. The first stage ini-
tializes the geometry. Specifically, we train VolSDF [83]
to learn a signed distance field fsdf. The second stage ini-
tializes the material and lighting. And, this stage does not
update the signed distance field fsdf. The other neural fields
are optimized with the L1 loss on the estimated Stokes vec-
tors scam and their ground truth ˆscam. In the third stage, we
jointly optimize all the neural fields. In addition to the L1

loss, we also compute an Eikonal loss LEik [83] to regular-
ize the signed distance field fsdf.

5. Experiments
5.1. Datasets

We introduce one synthetic dataset and one real-world
dataset for the model evaluation. Although PANDORA [17]

also proposes a synthetic polarimetric dataset, the scene
setup is simpler than common real-world scenarios. Specif-
ically, the object is illuminated by an unpolarized environ-
ment map such that almost all incident light is unpolarized.
To solve this problem, we place the object inside an al-
tered “Cornell Box” to mimic real-world situations, where
the light is bounced multiple times and becomes polarized
before interacting with the object. For each object, we ren-
der 110 HDR polarized images using Mitsuba 3.0 [28] with
Baek pBRDF. Among them, 100 images are used for train-
ing and 10 are used for testing. We also capture a real-
world HDR dataset, as most existing polarimetric datasets
are LDR, which may affect the training due to saturation
and unknown gamma correction. We capture the polar-
ized images using a polarization camera (FLIR BFS-U3-
51S5PC-C). For each viewpoint, we capture images with
different exposure times and composite them to obtain one
HDR image. We selected three real-world objects, and for
each object, we captured 96 views for training and 5 views
for evaluation. Details are in the supplementary document.

5.2. Baselines

Looking for competitors for our proposal is not easy.
Most of the NeRF-based inverse rendering works [7, 15,
25, 29, 53, 60, 79, 82, 89, 93] use Disney BRDF [12] model
for rendering. Although they also estimate parameters such
as roughness and albedo, these parameters have different
physical meanings from ours, as Baek pBRDF is not based
on Disney BRDF [12]. Nevertheless, the estimated sur-
face normal as well as the reconstructed intensity images
can be compared. Thus, we chose VolSDF [83] and the
latest NeRF-based inverse rendering work NeILF++ [89]
as our competitors. Because the official implementation of
VolSDF does not support HDR images as inputs, we use our
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GT Ours VolSDFNeILF++Ours-no-pol PANDORA
2.163° 5.965°3.858° 8.155° 5.470°

1.502° 5.943°2.947° 5.809° 4.757°

Figure 4. The reconstructed surface normal on the synthetic dataset. MAE metrics are on the top left. PANDORA [17] loses details of
surface normals. NeILF++ [89], VolSDF [83], and ours-no-pol fail to disentangle the geometry and material. Thus, the estimated surface
normals contain some patterns that come from the albedo.
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Figure 5. Diffuse-specular separation and DoLP images of syn-
thetic dataset. We can observe the reflection of green and red walls
on the teapot for our method, where PANDORA [17] fails.

Ours Ours-no-polGT Ours Ours-no-pol

Figure 6. Roughness comparison. Without polarization cues, the
recovered roughness is easily affected by geometry and shadows.

own implementation. Besides, PANDORA [17] is also con-
sidered as a baseline method. Although they do not support
estimating BRDF parameters, the surface normal, diffuse-
specular separation, and reconstructed polarized images are
comparable. An important ablation study should be the per-

formance with or without the presence of polarization cues.
To achieve this, we introduce an unpolarized version of Ne-
ISF. Specifically, we remove fdif and fspec and only keep fi.
In addition, we also implement an unpolarized version of
Beak pBRDF for rendering. Finally, the loss is only com-
puted on the intensity space. The other parts are exactly the
same as our model. We denote this model as Ours-no-pol,
and it can also be considered as a variant of NeILF [82].
Details of this unpolarized BRDF can be found in the sup-
plementary material.

5.3. Results

Synthetic Dataset We report the quantitative results of
the surface normal, intensity, diffuse-specular separation,
roughness, and albedo in Tab. 1. VolSDF does not support
diffuse-specular separation. Although NeILF++ supports
diffuse-specular separation, the diffuse and specular images
differ from our physical meanings. Thus, we do not report
diffuse-specular separation for these two methods. For the
qualitative comparison, we show the surface normal results
in Fig. 4, the diffuse-specular separation, and DoLP results
in Fig. 5, and the roughness results in Fig. 6.
Real Dataset We show the surface normal results in Fig.
7, the diffuse-specular separation, and DoLP results in Fig.
8, and the material editing and relighting results in Fig. 9.
Detailed analysis can be found in the figure captions.

6. Limitations
Several limitations still exist. First, the implicit Stokes

representation is a double-edged sword. It allows us to
model complicated polarimetric light transportation. At the
same time, the estimated lighting can not be used in the con-
ventional renderer. Second, the current solution only con-
siders opaque dielectric objects. However, polarization cues
can also provide rich information for translucent or metal
objects. Third, this work only considers indoor scenes. The
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PANDORA VolSDFNeILF++OursReference Intensity

Figure 7. Qualitative comparison on real dataset. NeILF++ [89], PANDORA [17], and VolSDF [83] misinterpret materials as geometries.
For example the flower pattern on the teapot and the text on the surface of the book. However, this is not correct because these patterns
come from the albedo. On the other hand, our method can reconstruct a clean surface normal.
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Figure 8. Diffuse-specular separation and DoLP images of real
dataset. In the specular image, we can clearly observe the reflec-
tion on the surface of the book, but PANDORA [17] fails to recon-
struct such kinds of results due to the single-bounce assumption.
In addition, our DoLP is visually similar to the GT.

effectiveness of this method in outdoor scenes is worth ex-
ploring. Finally, due to the manufacturing design of the po-
larization sensors, the captured four polarized images are

Captured scene

Material 1 Material 2Estimated material

Novel environment light

Figure 9. Relighting and material editing results. We edit the ma-
terial of the teapot. Due to the accurate disentanglement of geom-
etry and material, the edited image has realistic reflections.

not perfectly aligned. This makes the Stokes vectors of real-
world data so noisy, making it impossible to handle high-
frequency signals such as small bumps or edges.

7. Conclusion
We have proposed NeISF, an inverse rendering pipeline

that combines implicit scene representations and polariza-
tion cues. It relies on the following novelties. The first one
is an implicit representation of the multi-bounced Stokes
vectors which takes care of the rotations. The second one is
a physically-based polarimetric renderer. With these two
novelties, NeISF outperforms the existing inverse render
models for both synthetic and real-world datasets. The abla-
tion study has verified the contribution of polarization cues.
However, several limitations mentioned in Sec. 6 still exist
and are worth further exploration.
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