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Abstract

The emergence of Neural Radiance Fields (NeRF) has
greatly impacted 3D scene modeling and novel-view syn-
thesis. As a kind of visual media for 3D scene representa-
tion, compression with high rate-distortion performance is
an eternal target. Motivated by advances in neural com-
pression and neural field representation, we propose NeR-
FCodec, an end-to-end NeRF compression framework that
integrates non-linear transform, quantization, and entropy
coding for memory-efficient scene representation. Since
training a non-linear transform directly on a large scale of
NeRF feature planes is impractical, we discover that pre-
trained neural 2D image codec can be utilized for com-
pressing the features when adding content-specific parame-
ters. Specifically, we reuse neural 2D image codec but mod-
ify its encoder and decoder heads, while keeping the other
parts of the pre-trained decoder frozen. This allows us to
train the full pipeline via supervision of rendering loss and
entropy loss, yielding the rate-distortion balance by updat-
ing the content-specific parameters. At test time, the bit-
streams containing latent code, feature decoder head, and
other side information are transmitted for communication.
Experimental results demonstrate our method outperforms
existing NeRF compression methods, enabling high-quality
novel view synthesis with a memory budget of 0.5 MB.

1. Introduction
Neural Radiance Fields (NeRF) [28] have emerged as a pop-
ular scene representation for novel view synthesis. As a
promising representation for immersive media, how to com-
press NeRF with a better storage-quality trade-off is a sig-
nificant problem for efficient communication and storage.

While the deep MLPs used in NeRF [28] are parameter-
efficient, the hybrid representation [36, 43], which com-
bines feature grids and small MLPs, has become the main-
stream due to its high reconstruction quality, fast training
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speed, and efficient rendering. However, its drawback lies
in the significant storage requirements. Consequently, sub-
sequent research efforts have emerged to reduce the storage
footprint of the hybrid representation without compromis-
ing reconstruction quality.

One line of work focuses on efficient data structure de-
sign of feature grids, which involves using more parameter-
efficient data structures, e.g., tensor factorization-based rep-
resentations [8, 9] and multi-resolution hash grids [30], to
replace dense voxel grids. These methods allow for reduc-
ing the number of parameters, e.g., from 1GB to 50MB,
without sacrificing the quality. However, this size still re-
quires further reduction.

Another line of work focuses on compressing parameters
using compression techniques like quantization [24, 33, 37]
and entropy coding [24]. However, most works in this field
overlook another effective compression method, transform
coding [18], that transforms the original data to another
space based on linear [23, 40] or non-linear mapping [2].
The image compression community demonstrates that the
combination of transform coding, quantization, and entropy
coding leads to the most competitive compression perfor-
mance [6, 34, 35]. Recently, there is a work named Masked
Wavelet NeRF [32], which is the first to consider trans-
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form coding together with quantization and entropy cod-
ing in NeRF compression and achieves promising perfor-
mance. Despite the success, Masked Wavelet NeRF only
leverages a linear transform, which has proved to be less
effective than learned non-linear transform in neural image
compression [10, 19, 20].

Therefore, motivated by advances in neural image com-
pression, we introduce NeRFCodec, a NeRF compression
framework that integrates non-linear transform, quantiza-
tion, and entropy coding for compressing feature planes in
hybrid NeRF to achieve memory-efficient scene representa-
tion. A key question is, how do we obtain the non-linear ba-
sis? Existing 2D neural image compression methods obtain
such a non-linear transform by training an encoder-decoder
network on millions of images, while it is infeasible to train
such a neural codec on millions of 3D scenes. We find that,
surprisingly, existing neural image codec trained on natu-
ral images can serve as a strong backbone for compressing
feature planes of NeRF, when partially tailored and tuned to
each scene. Specifically, we first pre-train a hybrid NeRF
on one scene, and feed the feature planes into a well-trained
2D image neural codec by replacing its encoder and de-
coder heads (i.e., the first and last layers) to adjust to the
target channel dimension. Next, we adapt the full encoder
and the decoder head to fit this scene while keeping the re-
maining parts of the decoder frozen. This is supervised by
rate-distortion loss, with the goal of decoding the feature
planes for high image rendering quality while maintaining
a low bitrate of the latent code via an entropy loss. After
training, the latent code predicted by the encoder and the
decoder head parameters are quantized and entropy-coded
into a bitstream for transmission.

Our experimental results demonstrate that NeRFCodec
pushes the frontier of the rate-distortion trade-off compared
to existing NeRF compression methods [24, 32, 33]. Our
method only uses 0.5 MB to represent a single scene while
maintaining high visual fidelity, as shown in Fig. 1.

We summarize our contributions as follows:

• We introduce NeRFCodec, an end-to-end compression
framework for plane-based hybrid NeRF. It utilizes neu-
ral feature compression, combining non-linear transfor-
mation, quantization, and entropy coding for efficient
compression of plane-based NeRF representations, which
advances the frontier of rate-distortion performance for
compact NeRF representations.

• We propose to re-use pre-trained neural 2D image codec
with slight modification and fine-tune it to each scene in-
dividually via the supervision of rate-distortion loss.

• We demonstrate that our method could achieve superior
rate-distortion performance compared to existing NeRF
compression methods.

2. Related Work

Efficient Representation of Neural Fields: The vanilla
NeRF [28] proposes to represent the scene with a multi-
layer perception (MLP). Subsequent works demonstrate
that representing the scene as voxel grids leads to sig-
nificantly faster training and better reconstruction qual-
ity [21, 36, 43]. Besides, point-based methods [42, 45],
like Point-NeRF [42], demonstrated its capability for high-
efficiency NeRF reconstruction. However, 3D dense voxel
grids and point clouds require substantial memory.

Several strategies [8, 9, 15, 17, 30, 39] have been pro-
posed for efficient scene representation design to alleviate
the stress of memory requirements. Instant-NGP [30] re-
duces the memory cost of high-resolution voxel grids by
constructing a hash encoding and resolving hash collision
implicitly by a tiny MLP decoder. Another line of work
decomposes 3D feature volumes into orthogonal 2D planes
or 1D vectors. EG3D [8] introduces a tri-plane representa-
tion of three perpendicular feature planes and extracts fea-
tures separately from each plane as inputs for the follow-
ing MLPs. TensoRF [9] is inspired by tensor decomposi-
tion to represent 3D grids with combinations of axis-aligned
vectors and matrices via VM decomposition and CP de-
composition. While these strategies successfully reduce the
parameter count without compromising rendering quality,
their raw uncompressed parameters still require at least tens
of megabytes for storage.

Compression of Neural Fields Representation: Various
compression techniques have been applied to the aforemen-
tioned representations of neural fields for further compres-
sion, including parameter quantization techniques, trans-
form coding, and entropy coding.

Quantization techniques could be categorized into vec-
tor quantization and scalar quantization in terms of the pa-
rameter unit to be quantized. VQAD [37] introduces vector
quantization to compress tree-based neural field representa-
tions [38]. This approach adaptively learns features within
the codebook and the index assignment corresponding to
various leaf nodes during training. VQRF [24] introduces
a universal compression pipeline designed for pre-trained
hybrid NeRF representations, including voxel pruning, vec-
tor quantization, weight quantization, and entropy coding.
Masked Wavelet NeRF [32] employs quantization-aware
training and 8-bit uniform scalar quantization on wavelet
coefficients. BiRF [33] introduces the concept of binary
neural networks [11] into the NeRF domain. It uses hash-
encoded 2D planes and 3D volumes as scene representa-
tions, where each feature is quantized to either +1 or -1.

Entropy coding is a way to achieve lossless compres-
sion of a sequence of symbols, which is the foundation
of advanced compression systems. cNeRF [5] individu-
ally learns a probability model for employing entropy cod-
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Figure 2. NeRFCodec. We combine the pre-trained neural 2D image codec with content-specific parameters to compress hybrid NeRF.
The feature planes x are fed into feature encoder Eθ to obtain latent code y. Latent code y is quantized into ŷ in one branch. In
another branch, latent code y is sent to the probability estimation module to get its corresponding probability Pŷ of quantized latent code
ŷ for entropy coding. Inside the probability estimation, it leverages a hyperprior encoder HE to obtain hyperprior latent code z and
a hyperprior decoder HD to estimate probability distribution Pŷ . The quantized latent code ŷ is fed into the feature decoder Dϕ to
generate reconstructed feature planes x̂. The feature decoder consists of feature decoder backbone Dϕ1 and feature decoder head Dϕ2 .
We introduce a feature compensation module to compensate for the loss of high-frequency residuals. We add feature residual matrix M∆x

represented by the outer product of feature residual vectors v∆x to get the final feature planes x̃. The final feature planes x̃ cooperate with
a tiny MLP f to predict the color and density of sample points for volume rendering. The red components are updated in training, while
the blue components inherit parameters from pre-trained neural image compression and stay frozen. The final bitstreams include quantized
latent code ŷ, quantized hyperprior latent code ẑ, feature decoder head Dϕ2 , feature residual vectors v∆x, tiny MLPs f , and metadata.

ing to weights of MLP in the vanilla NeRF, which follows
the strategy of prior neural network compression work [31].
VQRF utilizes entropy coding in the final step to compress
simplified components of the entire model individually and
then pack the bitstream together. Masked Wavelet NeRF
performs run-length encoding (RLE) to masked wavelet co-
efficients and applies the Huffman encoding to the RLE-
encoded streams to map values with a high probability to
shorter bits.

Transform coding is an effective lossy compression
technique demonstrated in traditional image and video
coding. Masked Wavelet NeRF takes inspiration from
JPEG 2000 [34], employing inverse wavelet transform on
learnable 1D vectors and 2D planes to obtain features for
subsequent queries. ACRF [16] is motivated by point cloud
compression and introduces a point-based wavelet trans-
form, region adaptive hierarchical transform (RAHT) [13],
for voxel/point-based NeRF compression.

Our approach follows the compression framework that
combines transform coding, quantization, and entropy cod-
ing. Compared to previous works, we introduce a non-linear
transform designed for the feature planes in hybrid NeRF.

Neural Image Compression: Recent research has made
rapid progress on deep learning-based neural image com-
pression methods. The current state-of-the-art methods can
approach or even surpass advanced traditional image and
video codecs in terms of rate-distortion performance. Image
coding standards based on the neural image compression
framework, JPEG-AI [1], are also under development. The
main paradigm for neural image compression is the autoen-

coder, which inserts a scalar quantization and an entropy
coding module into the bottleneck layer. The auto-encoder
is regarded as a pair of non-linear transform basis, while
the latent code is regarded as non-linear transform coeffi-
cients [2]. An essential work proposed by Balle et al. [3]
introduces a hyperprior network for better probability esti-
mation of latent code in entropy coding with minor over-
head of sending side information, which becomes an indis-
pensable building block in neural image compression. Sub-
sequently, several methods were proposed to enhance the
rate-distortion performance of neural image compression,
including more expressive networks in non-linear trans-
form [10, 25], more precise probability estimation [10, 29],
and generative adversarial training [27].

Despite superior natural image compression perfor-
mance, directly applying these advanced methods to com-
pressing feature planes in hybrid NeRF without modifica-
tion does not achieve high rate-distortion performance, as
demonstrated in our experimental section.

3. Method
In this work, we propose an end-to-end NeRF compression
framework compatible with plane-based hybrid NeRF vari-
ants. Fig. 2 gives an overview of our framework, compris-
ing neural feature compression and NeRF rendering. Neural
feature compression consists of content-adaptive non-linear
transform, quantization, and entropy coding. NeRF render-
ing follows the corresponding NeRF variants.

In the following, we first introduce preliminaries of hy-
brid NeRF model and neural image compression in Sec-
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tion 3.1. Then, we provide a preliminary toy experiment in
Section 3.2 to assess the feasibility of our methods. Next,
we illustrate neural feature compression for NeRF represen-
tation compression in Section 3.3, and the training strategy
in Section 3.4. Furthermore, we describe the encoding and
decoding process at the test time in Section 3.5. Finally, we
describe implementation details in Section 3.6.

3.1. Background

NeRF: Generally, NeRF could be regarded as a continuous
scene representation function gθ parameterized by learnable
parameters θ that maps the location of a 3D point x ∈ R3

and a viewing direction d ∈ S2 towards the point to a vol-
ume density σ and a color value c:

gθ : (x ∈ R3,d ∈ S2) 7→ (σ ∈ R+, c ∈ R3) (1)

Given a target camera, the color cr of a target pixel corre-
sponding to a camera ray r is obtained via volume rendering
integral approximated by the numerical quadrature:

cr =

N∑
i=1

T i
rα

i
rc

i
r (2)

αi
r = 1− exp(−σi

rδ
i
r) T i

r =

i−1∏
j=1

(
1− αj

r

)
(3)

where T i
r and αi

r denote transmittance and alpha value of a
sample point xi along the camera ray r.

Hybrid NeRF consists of explicit data structures and tiny
MLP f . In the rendering process of hybrid NeRF, we first
query features from explicit data structure based on the lo-
cation of sample points, and then we use the tiny MLP f to
map queried features to final density and color. The explicit
data structure accounts for over 95% of the total parameters
and often amounts to tens or even hundreds of megabytes,
regarded as the main target for compression. In this pa-
per, we focus on leveraging neural compression to compress
plane-based hybrid NeRF, a parameter-efficient and widely
used variant of hybrid NeRF.

Neural Image Compression: The basic framework of
neural image compression [3, 10, 19] consists of non-linear
transforms parameterized by a pair of encoder E and de-
coder D, quantization Q, and entropy coding with a learned
probability estimation module.

The image x is fed into the encoder E to obtain low-
dimensional latent code y, which would be quantized into
ŷ. Then, the quantized latent code ŷ is fed into the de-
coder D to obtain reconstructed image x̂.

ŷ = Q(E(x)) x̂ = D(ŷ) (4)

For better modeling the probability of ŷ, the hyperprior la-
tent code z is introduced as side information via a hyper-

Figure 3. Spectrum analysis of decoded feature plane.

prior auto-encoder. z is obtained by feeding y into a hy-
perprior encoder HE .Then, z is quantized and fed into a
hyperprior decoder HD to recover parameters for probabil-
ity distribution modeling of Pŷ . The quantized hyperprior
latent code ẑ must also be entropy-coded and transmitted.

ẑ = Q(HE(y)) Pŷ ←HD(ẑ) (5)

The probability distribution Pŷ of quantized latent code
ŷ is a Gaussian distribution conditioned on ẑ. There is no
prior for Pẑ, so the probability distribution Pẑ of quantized
hyperprior latent code is modeled by a factorized density
model parameterized by shallow MLP.

In neural image compression, once the neural image
codec is trained on millions of natural images, the archi-
tecture and parameters of the decoder are fixed. The pre-
trained decoder is assumed to be capable of decoding any
entropy-coded bitstream that meets standard requirements.
As a result, the cost of transmitting the decoder is amor-
tized over countless bitstreams. Therefore, when calculat-
ing the amount of data to be transmitted, only the size of the
entropy-coded latent code needs to be considered.

3.2. Preliminary Analysis

Although large-scale datasets [14, 41, 44] containing mil-
lions of 3D scenes have been released, it is infeasible to train
feature planes with millions of 3D data and then train a fea-
ture codec with millions of feature planes, considering time
and resource consumption. Alternatively, we investigate the
possibility of reusing a neural 2D image codec trained on
millions of natural images and applying it to compress fea-
ture planes in hybrid NeRF with slight modification.

Thus, we design a toy experiment to assess the feasibil-
ity of our approach in a simple manner. We extract three
channels of pre-trained feature planes of TensoRF [9], nor-
malize their value range to be between 0 and 1, and feed
them into a pre-trained neural 2D image codec. We visual-
ize the reconstructed feature map and analyze its spectrum
in Fig. 3. Unsurprisingly, the naı̈ve way of resuing the 2D
image codec suffers from domain gap. This leads to a sig-
nificant energy loss in the high-frequency range compared
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to the original. Next, we fine-tune the last layer of the de-
coder to reconstruct the original feature plane, while keep-
ing the other layers frozen. We find that simply fine-tuning
the last layer recovers the high-frequency energy in the re-
constructed feature map to a large extent. This allows for
a receiver to decode the feature plane from the latent code,
when the content-adapted last layer is jointly transmitted.
While fine-tuning more layers in the decoder further im-
proves the performance, it can lead to a significant increase
in the data transmission cost.

3.3. NeRFCodec

Based on previous analysis, we designed our pipeline, as
shown in Fig. 2. The neural feature compression in our
pipeline involves a content-adaptive feature encoder Eθ, a
feature decoder Dϕ with a tuned content-adaptive decoder
head Dϕ2 , a feature compensation module and other in-
dispensable components in neural compression including
quantization and entropy coding.

Content-Adaptive Encoder: Our feature encoder Eθ in-
herits the pre-trained encoder in the neural 2D image codec,
except that it replaces the first layer of the pre-trained model
with a new encoder head to adapt to the channel dimension
of feature planes. In brief, we initially encode each feature
plane x individually through content-adaptive encoder Eθ

into a latent code y.

y = Eθ(x) (6)

During training, all parameters θ of our feature encoder
are optimized, leading to a content-adaptive feature en-
coder for each scene individually. Since our encoder is cus-
tomized for scene-specific optimization, the resulting latent
code obtained in this way is also optimized for each scene.
While it is possible to optimize the latent code directly with-
out the need for an encoder, our ablation study indicates that
the encoder-free approach is less competitive.

Content-Adaptive Decoder Head: Our feature de-
coder Dϕ comprises feature decoder backbone Dϕ1 and
feature decoder head Dϕ2 . Similar to the neural feature en-
coder, we also re-use the decoder in pre-trained neural im-
age codec except for the last layer and initialize a new final
layer to adjust to the number of target channel dimensions.
The feature decoder takes quantized latent code ŷ as input
and outputs reconstructed feature planes x̂.

x̂ = Dϕ(ŷ) = Dϕ2(Dϕ1(ŷ)) (7)

In training, the feature decoder backbone Dϕ1 stay fixed
while the parameters in feature decoder head Dϕ2 are up-
dated. Thus, the parameters in feature decoder head Dϕ2

need to be compressed and transmitted to the receiver side

for decoding the feature planes correctly. The feature de-
coder head can be optimized jointly with the MLP f in hy-
brid NeRF, effectively predicting the attributes of each point
in the scene with high quality.

Feature Compensation: Lossy compression leads to the
loss of high-frequency details, as shown in Section 3.2.
Thus, we introduce a high-frequency residual compensation
module CR tailored for decoded feature planes x̂. This
method aims to increase high-frequency details on the re-
constructed feature planes with a low storage cost, thereby
enhancing the final rendering quality. In practice, we assign
a residual matrix M∆x to each reconstructed feature plane
x̂ for compensating high-frequency details. To avoid the
burden of directly storing the matrix, we further represent
this high-frequency compensation matrix as the outer prod-
uct of two orthogonal factorized vectors v∆x with learn-
able parameters, following CP decomposition in TensoRF.
The final feature plane x̃ used for feature queries is the
sum of the reconstructed feature plane x̂ and the residual
plane M∆x parameterized by factorized vectors v∆x.

x̃ = x̂+M∆x = x̂+ vi
∆x ◦ v

j
∆x (8)

At test time, these feature vectors v∆x will be quantized
and entropy-coded into the bitstreams for transmission.

Quantization: A scalar quantizer Q is introduced to quan-
tize latent code y into ŷ. While quantization is not differ-
entiable, we follow the protocol strategy in neural image
compression [3, 10] to add uniform noise to the latent code
to simulate quantization in training.

Entropy Coding: We follow the protocols of entropy cod-
ing in neural image compression [3, 10]. An essential oper-
ation in entropy coding is symbol probability estimation. In
training, the estimated probability Pŷ and Pẑ is used to cal-
culate their entropy (Rŷ , Rẑ) as the lower bound of length
of the bitstream when actual entropy encoding, according to
Shannon rate-distortion theory [12].

Rŷ = E[− log2 Pŷ(ŷ)] Rẑ = E[− log2 Pẑ(ẑ)] (9)

Thus, their entropy is introduced as one of the minimiza-
tion objectives in the optimization process. At test time,
estimated probability Pŷ and Pẑ are fed into the engine of
entropy coder to obtain the binary bitstreams.

3.4. Training

Loss Function: In training, according to the volumetric
rendering process described in Section 3.1, we can render
the pixel colors Ĉ(r) and supervise them with the ground
truth RGB colors C(r) along the sampled rays r:

Lrecon =
∑
r∈R
||Ĉ(r)− C(r)||22, (10)
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Figure 4. Memory-quality plot. We plot the memory footprint and visual quality score (PSNR) to compare our method with baseline
methods. We use different markers for our method and each category of baseline: circles (•) for parameter-efficient data structure methods,
crosses (×) for parameter compression methods, and stars (⋆) for ours.

The probability of the latent code is used to calculate its
theoretical average minimum code length, which is the en-
tropy of the latent code. The entropy of the latent code,
serving as a proxy for the actual average encoding length,
is incorporated into the final optimization objective to min-
imize the storage of latent code.

Lentropy = Rŷ +Rẑ (11)

The neural feature codec and small MLP for attribute re-
gression will be jointly optimized by combining the render-
ing loss and the entropy loss. The overall training loss for
our system is defined as:

Ltotal = Lrecon + λentropyLentropy (12)

Multi-Stage Training: First, we pre-train the TensoRF
with 30,000 iterations to obtain feature planes x and tiny
MLP f for each scene. Then, we perform a warm-up to the
neural feature codec only with the feature plane reconstruc-
tion loss, leading to a better starting point for formal train-
ing. Next, we proceed with the joint training of the neural
feature codec and the neural radiance field for 100,000 iter-
ations with Ltotal as the loss function. Finally, we perform
quantization-aware training on the network parameters to
be transmitted,e.g. those from “decoder head” and “MLP in
renderer”, for 10,000 iterations.

3.5. Test-Time Encoding and Decoding Process

At test time, the neural feature codec performs actual en-
tropy coding and outputs bitstreams of latent code for trans-
mission. In practice, the orthogonal feature planes are fed

into the codec one by one to obtain their respective bit-
streams of latent code. Apart from latent code, the content-
specific network parameters in the neural feature decoder
would be compressed and transmitted for the successful de-
coding of feature planes. Besides, other minority learnable
parameters, such as MLPs, will be quantized and entropy-
encoded into bitstreams. Thus, at the sending end, the
bitstreams of different components, including latent code,
content-specific parameters, small MLPs etc., would be
multiplexed into a total bitstream. Then, at the receiving
end, the total bitstream is first demultiplexed into multi-
ple substreams representing different components. Each
substream is independently entropy-decoded and reassem-
bled to its corresponding location for reconstructing feature
planes and volume rendering. It is worth noting that we
only need to reconstruct feature planes once, and subse-
quent querying operations for each sampling point are exe-
cuted on the reconstructed planes. Thus, the decoding oper-
ation will only incur a short decoding waiting time and will
not affect the rendering efficiency.

3.6. Implementation Details

Our method is compatible with different plane-based NeRF
approaches. In practice, we choose two variants of plane-
based NeRF, TensoRF-VM [9] and HexPlane [7], as the
representative implementations of neural fields to validate
compatibility. The implementation of neural feature codec
is based on the CompressAI library [4]. Specifically,
we choose the neural image codec proposed by Cheng et
al. [10] as the backbone of the neural feature codec for the
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Figure 5. Qualitative comparison on NeRF-Synthetic.

following experiment session. In fact, other end-to-end im-
age codecs [3, 19] can also be substituted into our NeRF-
Codec framework.

4. Experiments
In this section, we evaluate our method’s performance
through quantitative comparisons with baselines, memory
breakdown analysis, and thorough ablation studies to val-
idate our design decisions. We mainly present the experi-
mental results using TensoRF-VM as the neural field in this
section and demonstrate the results using HexPlane as the
neural field in the supplementary materials.

Datasets: We evaluate our performance using both syn-
thetic and real-world datasets. We use two synthetic
datasets: the NeRF-Synthetic dataset [28] and the NSVF-
Synthetic dataset [26]. We also choose the real-world
dataset Tanks and Temples [22] and follow the NSVF eval-
uation protocol in scene selection and background masking.

Baselines: We categorize baseline methods into two types:
a) methods focus on parameter-efficient data structure and
b) methods focus on parameter compression. Representa-
tives of methods focusing on parameter-efficient data struc-
ture include DVGO [36], Plenoxels [43], TensoRF [9],
CCNeRF [39], Re:NeRF [15], Instant-NGP [30], and K-
Planes [17]. Representatives of methods focusing on pa-
rameter compression include VQRF [24], Masked Wavelet
NeRF [32], and BiRF [33].

4.1. Comparison with Baselines

We report the average visual scores (PSNR, SSIM) of
test views and measure the average memory footprint of
all scenes in each dataset. We plot the memory require-
ment and visual quality metrics of both our approach and

the baseline method in Fig. 4. We leave the quantitative
comparison of SSIM to the supplementary materials. We
achieve multi-bitrate points by using different numbers of
channels in the feature planes. In Fig. 4, we observe that
our method achieves superior rate-distortion performance
compared to the baseline methods across three different
datasets. We observe an improvement compared to Masked
Wavelet NeRF, which we attribute to the use of a non-linear
transform instead of a wavelet transform. We also show the
qualitative comparison in Fig. 5.

4.2. Memory Breakdown

In Table 1, we report the memory footprint of each compo-
nent in the final bitstream, including the memory of com-
pressed feature planes, compressed decoder adaptor, com-
pressed MLP for attribute regression, and other side infor-
mation. We also report the original sizes of the uncom-
pressed components and the corresponding compression ra-
tios. It’s worth noting that the non-linear transform allows
for a compression ratio over 1000 times.

Compressed Original Ratio
(MB) (MB)

Feature planes 0.052 69.953 ×1345.3
Decoder head 0.269 1.761 ×6.5
MLP in renderer 0.042 0.160 ×3.8
Feature vectors 0.049 0.234 ×4.8
Residual vectors 0.041 0.234 ×5.7

Total 0.453 72.342 ×159.7

Table 1. Memory breakdown.

4.3. Ablation Study

We conduct ablation studies on NeRFCodec at a low rate
point using Chair scene from NeRF-Synthetic dataset. We
leave more qualitative results to supplementary materials.

Is content-adaptive encoder needed for compression?
Our method follows an auto-encoder architecture, fine-
tuning the feature encoder for each scene to obtain the latent
code. Alternatively, we explore a potential approach: by-
passing the feature encoder and directly learning the latent
code using the feature decoder, forming an auto-decoder ar-
chitecture. To compare these approaches, we implement the
auto-decoder scheme by removing the feature encoder and
setting the latent code as learnable parameters. The remain-
ing experimental settings, including quantization, entropy
coding on the latent code, and decoder tuning strategy, re-
main consistent with the auto-encoder scheme. For a fair
comparison, we conduct a thorough hyperparameter search
to identify the optimal learning rate for optimizing the la-
tent code in the auto-decoder scheme. In Table 2, we show
the rate-distortion performance comparison between auto-
encoder and auto-decoder schemes. The experimental re-
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sults suggest that the auto-encoder scheme exhibits certain
advantages in rate-distortion performance, possibly due to
the feature encoder providing a more optimal initial value
and optimization dynamics for the latent code.

Size (MB) PSNR (dB) SSIM

auto-decoder 0.461 34.41 0.973
auto-encoder 0.453 35.08 0.981

Table 2. Ablation on compression scheme.

Can we re-use pre-trained 2D neural image codec with-
out architecture modification? An alternative to lever-
age off-the-shelf neural image codec to compress plane-
based hybrid NeRF is to split the feature planes into three
channels, normalize, and feed it into the feature codec for
compression. In this paradigm, the neural image codec
could also be jointly fine-tuned with hybrid NeRF via rate-
distortion loss. We report the experimental results in Ta-
ble 3. We observed that the bitrate consumption of this
alternative is significantly higher than our approach. This
could be attributed to the fact that they do not fully exploit
inter-channel information during compression.

Size (MB) PSNR (dB) SSIM

img. codec 1.786 29.96 0.923
tuned img. codec 1.150 33.25 0.961
Ours 0.453 35.08 0.981

Table 3. Ablation on re-using neural image codec.

Does the entropy loss contribute to storage saving? Dur-
ing training, we introduce entropy loss to constrain the pre-
dicted probability distribution by the probability model to
be as close as possible to the actually unknown marginal
distribution of the latent code. When this entropy loss is
minimized as much as possible during the optimization pro-
cess, the actual code length during practical encoding will
be close to the theoretically shortest code length. We re-
port the impact of entropy loss on the final storage savings
of latent code in Table 4. Compared to the scheme without
entropy loss, we observed that the scheme with entropy loss
significantly reduces the final code length. This highlights
the importance of introducing entropy loss during training.

Size (MB) PSNR (dB) SSIM

w/o entropy loss 0.701 34.98 0.980
w/ entropy loss 0.453 35.08 0.981

Table 4. Ablation on entropy loss.

Do we need a reconstruction loss for the feature plane?
Intuitively, one might think that the reconstruction loss be-
tween the reconstructed feature plane and the pre-trained
feature plane could benefit higher-quality NeRF reconstruc-
tions. However, in practice, we find that adding a recon-
struction loss to the reconstructed feature planes leads to

degradation in rendering quality, reported in Table 5. We
hypothesize that the neural feature decoder can learn to syn-
thesize features more suited for the following attribute re-
gression without direct feature reconstruction loss.

Size (MB) PSNR (dB) SSIM

w/ feature rec. loss 0.479 32.81 0.965
w/o feature rec. loss 0.453 35.08 0.981

Table 5. Ablation on feature reconstruction loss.

Can a neural feature codec trained on a small-scale fea-
ture dataset generalize to new scenes? In cases where
training the neural feature codec on a massive amount of
feature planes is infeasible, we try to train a neural feature
codec with a few scenes and test its generalization on un-
seen objects. Specifically, we collect feature planes trained
on eight objects from the NeRF-Synthetic dataset. Next,
we use these planes to train a neural feature codec on these
scenes via rendering loss and entropy loss. When evaluat-
ing on the training scenes, we find it could render reasonable
images but with a slight degradation in visual scores. How-
ever, when the codec trained on NeRF-Synthetic datasets
is applied to the feature planes pre-trained from NSVF-
Synthetic without any test-time optimization, it fails to syn-
thesize reasonable rendering results. The neural feature
codec struggles to generalize with limited training data.
Hence, our strategy of adapting well-trained 2D image
codecs for NeRF compression holds value, considering the
difficulty in obtaining large-scale plane feature datasets.

5. Conclusion
In this paper we propose NeRFCodec, an end-to-end com-
pression framework for plane-based hybrid NeRF. The main
idea is to leverage non-linear transform, quantization, and
entropy coding for compressing feature planes in hybrid
NeRF to achieve memory-efficient scene representation.
The experiments show that our method only uses a memory
budget of 0.5 MB to represent a single scene while achiev-
ing high-quality novel view synthesis. As a limitation, train-
ing the non-linear transform is time-consuming. Moreover,
we need to train a specialized neural feature codec for each
scene individually. In the future, we plan to scale up the data
collections of feature planes and train a generalized neural
feature codec that generalizes well on unseen objects via
training on large-scale datasets.
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