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Abstract

Nighttime conditions pose a significant challenge to

color constancy due to the diversity of lighting conditions

and the presence of substantial low-light noise. Existing

color constancy methods struggle with nighttime scenes,

frequently leading to imprecise light color estimations. To

tackle nighttime color constancy, we propose a novel unsu-

pervised domain adaptation approach that utilizes labeled

daytime data to facilitate learning on unlabeled nighttime

images. To specifically address the unique lighting condi-

tions of nighttime and ensure the robustness of pseudo la-

bels, we propose adaptive channel masking and light un-

certainty. By selectively masking channels that are less sen-

sitive to lighting conditions, adaptive channel masking di-

rects the model to progressively focus on features less af-

fected by variations in light colors and noise. Addition-

ally, our model leverages light uncertainty to provide a

pixel-wise uncertainty estimation regarding light color pre-

diction, which helps avoid learning from incorrect labels.

Our model demonstrates a significant improvement in ac-

curacy, achieving 21.5% lower Mean Angular Error (MAE)

compared to the state-of-the-art method on our nighttime

dataset.

1. Introduction

Most existing color constancy methods are designed under

the assumption of well-lit conditions, a scenario that con-

trasts with typical nighttime settings. The differences arise

from the more complex lighting conditions and significant

low-light noise present in nighttime images. Consequently,

when applied to nighttime scenes, existing methods yield

suboptimal results, as shown in Fig. 1.

Traditional approaches, ranging from low-level statisti-

cal analysis (e.g., [10, 27, 40]) to physics-based methods

(e.g., [14, 15, 39, 43]), are mostly tailored for single light

color settings. In common nighttime scenarios with mul-

tiple light colors, they tend to fail to estimate all the light

colors. While some methods can handle multiple light col-

Figure 1. The comparison between our method and state-of-the-

art methods on a nighttime outdoor image with complex lighting

conditions. Unlike both supervised and unsupervised methods, our

model is more effective in removing the majority of color casts.

ors [8, 9, 17, 34], they are constrained by the necessity to

assume the number of light colors, compromising their per-

formances.

Deep-learning-based methods (e.g., [1, 6, 19, 32, 37])

achieve superior performance on well-lit images by re-

lying on training with labeled data. However, existing

datasets [3, 11, 23, 26] are primarily collected under single-

light daytime or multi-light indoor conditions. In contrast,

nighttime scenes present a more uneven distribution of light

colors and significant low-light noise. This discrepancy cre-

ates a significant domain gap, leading to inaccurate light

color estimations in nighttime conditions. A straightfor-

ward approach to address this issue would be to create a
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labeled nighttime dataset. Yet, this task is particularly chal-

lenging, requiring pixel-level ground-truths.

In this paper, we introduce a novel unsupervised domain

adaptation method that leverages labeled daytime to learn

on unlabeled nighttime data. We employ the mean teacher

model [38] to generate pseudo labels to guide the student

to learn about nighttime data. To overcome the nighttime

unique lighting conditions and improve the robustness of

the pseudo labels, we propose adaptive channel masking

and light uncertainty.

Adaptive channel masking is designed to reduce the sen-

sitivity of the model’s feature channels to nighttime main

attributes: light colors and noise. The insensitive channels

are identified through our night augmentation and masked

out in the student model during training on night data. This

masking compels the model to progressively focus on learn-

ing features that are less sensitive to light colors and noise.

The light uncertainty mechanism aims to ensure that our

model does not learn from incorrect pseudo-labels. It in-

volves feeding the predicted white-balanced image to the

model and measuring the deviation between the estimated

light color of this image and white light. This approach en-

ables our model to compute pixel-level uncertainty of light

color estimation for our pseudo-labels. To train and eval-

uate our model, we have collected a new nighttime dataset

containing 720 unlabeled images and 64 sparsely annotated

images. In summary, our contributions are:

• To the best of our knowledge, our work is the first effort

to tackle nighttime color constancy. We introduce a novel

method based on domain adaptation mean teacher that ef-

fectively learns from unlabeled nighttime images.

• A new adaptive channel masking scheme is introduced to

enhance the model’s generalization to nighttime lighting

conditions. By selectively masking feature channels, our

model is encouraged to be less sensitive to the presence of

various light colors and noise in estimating surface colors.

• To avoid noisy labels to be learned, we design a novel

light uncertainty mechanism. Such uncertainty allows for

a pixel-level estimation of the confidence in pseudo labels

to avoid incorrect labels being learned.

Our model demonstrates a significant improvement in ac-

curacy, achieving 21.5% lower Mean Angular Error (MAE)

compared to the state-of-the-art method on our nighttime

dataset. We further demonstrate the effectiveness of our ap-

proach when applied to indoor multi-illuminant datasets.

2. Related Work

Color constancy, commonly known as white balancing,

is essential in digital imaging for eliminating color casts

caused by scene illumination. Its primary challenge lies

in estimating the illumination of an image, broadly cate-

gorized into two types: uniform color constancy, assum-

ing a single illumination color, and multi-illuminant color

constancy, considering the presence of multiple illumina-

tion colors.

Historically, the focus has predominantly been on single

light color constancy. The classic Gray World algorithm [9]

operates on the assumption that the average of each color

channel independently reflects the illuminant color signal.

Expanding upon this, the Grey Edge [40] framework was

developed to unify a range of unsupervised methods, incor-

porating higher-order statistics and derivatives for enhanced

performance. These foundational assumptions have paved

the way for more advanced statistics-based methods like

White Patch [27].

Recently, data-driven approaches, especially neural net-

works, have superseded statistical methods. In uniform

color constancy, CNN-based solutions (e.g., [19, 44, 45])

have emerged, with CLCC [32] currently leading through

the introduction of global contrastive learning. These meth-

ods are trained on the collected daytime/indoor datasets [3,

11, 26]. Studies like MSCC [20] and Quasi-U [20] have

explored learning from unlabeled data in single-illuminant

scenes using visual cues and self-supervised training, re-

spectively. Nonetheless, these methods fall short in com-

plex nighttime conditions. Due to the assumption of uni-

form light color, these single light color methods cannot

fully remove the color cast when multiple illuminant col-

ors exist, which is common in nighttime scenarios.

Early attempts to address both uniform and multi-

illuminant problems, such as [5, 8, 9, 17], relied on sta-

tistical methods based on empirical priors. However, these

methods often faced challenges in accurately setting pa-

rameters for general scenes. Hussain et al. [21] intro-

duced an approach that segments the input image into mul-

tiple parts using the K-means algorithm, aiming to enhance

color adjustment accuracy. Another method, Gray Pix-

els [34], was developed for handling multiple illuminants,

but it tends to falter in scenarios where it’s difficult to deter-

mine whether a scene is single-illuminant or not. More-

over, Gray Index [35] employs the Dichromatic Reflec-

tion model and ranks pixels based on their grayness level.

The N-white balancing [2], introduced by Akazawa et al.,

suggests adjusting source white points to align with cor-

responding ground truth values. In multi-illuminant color

constancy, the scarcity of extensive datasets has resulted in

fewer learning-based methods. Recently, translation-base

methods [29, 37] are proposed to directly predict the surface

color. These methods can be trained on a recent large-scale

indoor dataset LSMI [23].

Nighttime scenarios have received special attention in

low-level vision research [30, 31, 41] due to their dis-

tinct illumination conditions. When facing nighttime sce-

narios, existing single-illuminant methods often falter due

to their assumption of uniform light color, which is typi-

cally not the case at nighttime. While learning-based multi-
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Figure 2. Overview of our method. In the daytime phase, the student model learns from labeled images. By comparing the feature

covariance matrices between the original image and Night Augmented image, a variance matrix can be calculated, identifying the channels

insensitive to the light color and noise. During the nighttime phase, the teacher model generates pseudo labels on the nighttime images.

The student model applies Adaptive Channel Masking based on the insensitive channels determined on daytime. The error map is weighted

by the Light Uncertainty map. The teacher model’s parameters are updated by Exponential Moving Average (EMA).

illuminant methods could be applied due to their generally

superior performance, they tend to yield suboptimal results

when faced with the substantial domain gap between day-

time/indoor datasets and the distinct conditions of nighttime

scenarios.

3. Proposed Method

Our goal is to estimate the surface color yN from a raw im-

age xN, under complex nighttime lighting conditions. To

tackle this, we propose a semi-supervised learning approach

based on the mean teacher [38]. Our method involves

learning from (1) daytime images XD and corresponding

surface-color ground truth YD; (2) unlabeled nighttime im-

ages XN.

3.1. Unsupervised Domain Adaptation Training

Our unsupervised domain adaptation framework is built on

mean teacher [38], as shown in Fig. 2. To be specific, the

framework includes two neural networks, named the teacher

and the student, which are structurally identical U-Net [36]

but differ in two key areas: how their weights are updated

and how the input data is augmented.

Weights Update The teacher’s weights ¹t are updated

by the exponential moving average (EMA) of the student’s

weights ¹s:

¹t = ϵ¹t + (1− ϵ)¹s, (1)

where ϵ ∈ (0, 1) is the momentum. This updating strat-

egy allows the teacher model to integrate the student’s lat-

est learnings after each training step. Research has shown

that this approach of averaging weights over time can make

the training process more stable and effective compared to

traditional gradient descent [33]. The weights of student

model ¹s are optimized by gradient descent. This typically

involves minimizing a loss function:

Ltotal = Lsup + Lunsup, (2)

where Lsup denotes the supervised loss and Lunsup denotes

the unsupervised teacher-student consistency loss.

Augmentation Nighttime images suffer from complica-

tions that are not present in daytime scenes. To be specific,

nighttime scenarios can have more than one light source

with different colors, drastically different from the more

uniform and natural lighting of daytime. These light sources

are also artificial, introducing diverse illuminant color dis-

tribution compared to daytime images. Moreover, nighttime

images often suffer from higher levels of noise, especially

in low-light areas.
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Keeping in mind the characteristics of nighttime images,

we propose Night Augmentation, aiming to replicate the

nighttime lighting challenges on the daytime image. This

involves creating multi-light conditions to simulate various

artificial lighting scenarios and adding sensor read noise to

mimic the noise in a raw image. For the light sources, night-

time light sources can be categorized into: (1) Planckian

sources (e.g., candles) that follow the Planckian locus on

the chromaticity diagram; (2) non-Planckian sources (e.g.,

LEDs) that can have a large range of colors. We simu-

late these lighting conditions using Gaussian distributions

of random Planckian and non-Planckian colors, applied to

daytime ground truth images via an inverse von Kries trans-

form [25]. Additionally, we model sensor read noise follow-

ing [42] – comprising thermal noise, source follower noise,

and banding pattern noise – using a Tukey lambda distribu-

tion [22]:

Nread ∼ TL (¼; 0, ÃTL) , (3)

where ¼ and Ã represent the shape and scale parameters.

In the daytime phase, the full Night Augmentation is ap-

plied to daytime images. With our Night Augmentation,

we can synthesize the challenges of nighttime on a daytime

image and estimate the sensitivity of different channels in

our adaptive channel masking scheme. For the input of the

student model on the nighttime phase, only the sensor read

noise is applied.

3.2. Adaptive Channel Masking Scheme

The Adaptive Channel Masking Scheme plays a crucial

role in enhancing our model’s robustness under challeng-

ing nighttime lighting conditions. This approach is built on

the principle that the output of our model is only surface

color related, so the extracted features should not be sen-

sitive to the nighttime lighting challenges: complex light-

ing conditions and noise. Traditionally, models tend to not

manage the sensitivity to the light color and noise, leading

to suboptimal performance when facing nighttime scenar-

ios. Our scheme identifies and prioritizes channels that have

relatively low response to lighting conditions and noise. By

selectively masking out channels less sensitive to the night

augmentation during training, the model is guided to fo-

cus on identifying features that are less relevant to the light

color and noise, such as surface color information.

To be specific, during daytime training, for every batch,

the input images xi and their Night Augmented versions x̃i

are fed into the model. The resulting feature maps can be

denoted as Wi and W̃i ∈ R
C×HW , allowing us to calculate

the feature covariance maps [12] Σi and Σ̃i as:

Σi =
1

HW
WiWi

¦ ∈ R
C×C . (4)

Afterward, we derive a variance matrix from the differences

between the covariance matrices Σi and Σ̃i. The variance

matrix can be defined as:

V =
1

N

N
∑

i=1

σ
2

i ∈ R
C×C , (5)

from mean and variance for each element from two different

covariance matrices of the i-th image in the batch, i.e.,

µ
Σi

=
1

2

(

Σi + Σ̃i

)

, (6)

σ
2

i =
1

2

(

(

Σi − µ
Σi

)2

+
(

Σ̃i − µ
Σi

)2
)

, (7)

where N denotes the batch size. As a result, the mean value

of the variance value of i-th channel can be calculated:

Si =
1

C

C
∑

j=1

Vij , (8)

S ∈ R
C×1 implies the sensitivity of different channels to

the augmentation [12], which involves light color and sen-

sor read noise in our Night Augmentation. Therefore, the

channels with high variance values contain features that are

more responsive to light color and sensor read noise, caus-

ing instability when processing nighttime images.

To push the student model to learn more insensitive fea-

tures, we randomly mask out the lowest sensitivity chan-

nels in the student model. The teacher-student consistency

loss Lunsup ensures the student model remains aligned with

the teacher model’s prediction, even with the absence of

masked-out information. This process will guide the stu-

dent model to acquire the information that is more invariant

to the augmentation, e.g., surface color. Moreover, it will

eventually benefit the teacher model through the EMA up-

dating mechanism.

3.3. Light Uncertainty

In unsupervised domain adaptation, accurately estimating

uncertainty is fundamental to the successful training of the

model. As mentioned above, our approach uses the teacher

model to generate pseudo ground truths for unlabeled night-

time images. However, this introduces a risk: reliance on

potentially incorrect pseudo labels generated by the model.

Without proper management, this could create a detrimen-

tal feedback loop, reinforcing the model’s inaccuracies [46].

To mitigate this risk, an effective uncertainty mechanism is

vital. Specifically, we require a mechanism that functions

well with a color constancy model and provides pixel-wise

uncertainty estimation. Consequently, the student model

can avoid learning from the possible incorrect area in the

pseudo ground truths.

Previous works adopt Monte-Carlo uncertainty and en-

semble uncertainty, which can provide pixel-wise uncer-

tainty estimation. However, these approaches have signif-

icant drawbacks. The Monte-Carlo method usually requires
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more than 20 times of forward computation [16], resulting

in substantial computational complexity. An ensemble of

neural networks can provide pixel-wise uncertainty estima-

tion [28], but this demands the training and storage of mul-

tiple networks, which can be resource-intensive.

Algorithm 1 Light Uncertainty Calculation

Require: img: Input image in camera RGB space

Ensure: uncertaintyMap: Pixel-wise uncertainty map

1: function LIGHTUNCERTAINTY(img)

2: input1← teacherAug(img) ▷ Apply augmentation

3: output1← teacher(input1) ▷ First pass

4: input2← RGB2CAM(output1)

5: output2← teacher(input2) ▷ Second pass

6: lightMap← calculateLight(input2, output2)

7: uncertaintyMap ← CosineSimilarity(lightMap,

RGB2CAM(whiteLight))

8: return uncertaintyMap

9: end function

To address these limitations, we have developed a novel

uncertainty mechanism, namely light uncertainty, focused

on providing pixel-level uncertainty estimation for the color

constancy model. This mechanism hinges on the teacher

network’s function, which is to predict the surface color

of objects in a scene, invariant of the illuminant. If the

teacher’s initial prediction on the surface color is accu-

rate, reprocessing this color-corrected image should yield

no change, as the true surface colors are already revealed.

Deviations in the light results provide a direct indication of

uncertainty.

The implementation involves a two-step prediction cy-

cle using the teacher network, as detailed in Algorithm 1.

After the network produces the initial surface color estima-

tion, we transform this output back to camera RGB space

and reintroduce it to the network. The angle between the

estimated light color from this second output and a standard

achromatic light indicates the level of uncertainty. Such a

localized measurement provides a nuanced understanding

of the model’s predictive confidence.

3.4. Overall Optimization Objectives

The overall optimization objective of our method consists

of supervised loss and unsupervised loss, corresponding to

daytime and nighttime training data. For both supervised

and unsupervised loss, the L1 loss and the mean angular er-

ror (MAE) loss [37] are used. To calculate MAE, in brief,

the estimated illuminant map is first obtained by dividing

the input image by the output image on the pixel level. Sim-

ilarly, the ground truth illuminant map is obtained by divid-

ing the input image by the ground truth image. MAE is the

mean of the pixel-wise angular difference EMAE between

the two light color maps.

Our supervised loss is represented as:

Lsup = ¼1L1 + ¼2LMAE, (9)

where ¼’s are the weights of different loss components. L1

is the mean average error loss between the ground truths

and predicted images.

In our unsupervised learning loss, pseudo ground truths

are taken as the training target. The loss is weighted by the

uncertainty map as 1−U , where higher uncertainty leads to

a lower weight for the loss at each pixel. This is expressed

as:

Lunsup =
1

HW

H
∑

i=1

W
∑

j=1

(1−Uij)
(

¼1|Yij − Ŷij |+ ¼2EMAE,ij

)

,

(10)

where Y and Ŷ are the ground truth image and predicted

images respectively, EMAE,ij represents the pixel-wise an-

gular difference for pixel (i, j), and H and W are the height

and width of the images. Uij is the light uncertainty value

for pixel (i, j) in the uncertainty map U .

In conclusion, our overall optimization objective can be

expressed as:

Ltotal = Lsup + Lunsup. (11)

4. Experiment

4.1. Implementation Details

Network Details In our framework, both the teacher and

student models utilize identical architectures, which are

based on a U-Net structure with ResNet blocks as described

in [18]. The feature dimensions at each level of the U-

Net [36] are configured to 64, 128, 256, and 512, respec-

tively. Each level of the network comprises two ResNet

blocks. The total number of parameters in our model

amounts to 27.4 million. For processing each image, the

model demonstrates an inference time of 16.9 ms.

Training Details Our method is implemented based on

the PyTorch library and trained on NVIDIA RTX 3090

GPUs. The training images are resized to the size of

256×256, while the same resolution is set for the output

images. The training of our model uses the Adam [24] opti-

mizer with a step decay learning rate scheduler. The initial

learning rate is 0.001 and it decays to 0 after 140,000 it-

erations. During the pretraining, the model is trained for

140,000 iterations. The batch size is set as 16. During

the unsupervised domain adaptation training, the student

model is trained for 140,000 iterations. Following [37], the

weights of ¼1 is set to 100, while ¼2 is set to 1.
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Figure 3. Illustration of the image pairs and evaluation masks used in our dataset. (a) The original raw image, which will be the testing

image. (b) The testing image processed with post-processing for visualization. (c) The ground truth image with post-processing for

visualization, which includes the achromatic paper for illumination estimation. (d) Masks highlighting the areas covered by the achromatic

paper, used in calculating the error in evaluation.

4.2. Datasets

Nighttime Dataset In our study, we address the limita-

tions of previous color constancy datasets [3, 11, 23, 26],

which predominantly comprise daytime or indoor images.

Although some datasets like Cube+ [3] and Cube++ [13]

have explored nighttime challenges, their reliance on cal-

ibration objects placed in image corners for ground truth

estimation does not provide direct pixel-level annotation.

To overcome this, we have collected a new nighttime

dataset with sparse, pixel-wise annotations by a Sony A7R3

camera. As shown in Fig. 3, our approach involves cap-

turing two images of the same scene in quick succession

to avoid changes in lighting conditions. In the second im-

age, parts of the surface are covered with achromatic paper,

which exhibits the local light color.

During testing, the image without the paper is taken as

input. The model’s performance is then evaluated based on

the areas annotated with achromatic paper. For this pur-

pose, we have compiled a dataset comprising 64 labeled im-

ages for evaluation and an additional 720 unlabeled images,

which are utilized for unsupervised domain adaptation.

NUS-8 Dataset The NUS-8 dataset, a benchmark in

single-illuminant color constancy research as detailed

in [11], comprises 1,736 linear raw RGB images. This

dataset is predominantly composed of images captured in

daytime outdoor settings. Additionally, it includes a se-

lection of indoor images, but these are characterized by

the presence of a single light color. Some of the images

are indoor but with a single light color. For our nighttime

evaluation, the Sony dataset serves as the labeled daytime

dataset in both pretraining and unsupervised domain adap-

tation training.

LSMI Dataset The Large Scale Multi-Illuminant (LSMI)

dataset [23] is an extensive multi-illuminant indoor/daytime

dataset comprising 7,486 images. These images are cap-

tured over 2,700 distinct scenes. Each scene features 1 to 3

light sources, encompassing a mix of natural and artificial

lighting. For our evaluation, we divided the LSMI dataset

into training, validation, and test sets in a 0.7, 0.2, and 0.1

ratio, respectively, through a random selection process. In

the context of our multi-illuminant dataset evaluation, the

training set was further subdivided into labeled and unla-

beled data to facilitate semi-supervised learning.

4.3. Nighttime Evaluation

We compare our method with state-of-the-art methods,

including supervised single-illuminant, unsupervised do-

main adaptation, unsupervised single-illuminant, super-

vised multi-illuminant, and unsupervised multi-illuminant

methods. For the supervised methods, we trained on

the daytime dataset. For the semi-supervised methods,

we trained it using both daytime and unlabeled nighttime

datasets.

In the evaluation, we first calculate the mean angular er-

ror (MAE) of the estimated light color on each evaluation

mask. Then, for each image, we calculate the mean of the

MAE among the masks.

Quantitative Evaluation Our method’s performance was

assessed using the Mean Angular Error (MAE) metric. As
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Figure 4. The comparison between our method and state-of-the-art methods on the nighttime dataset. For visualization purposes, the images

have been auto-brightened. In these challenging environments, our method yielded the most satisfactory results, effectively handling diverse

lighting scenarios. In contrast, significant color casts remained evident in the results produced by other methods.

indicated in Table 1, our approach surpasses current state-

of-the-art methods in both the mean and median of MAE.

In the realm of deep learning-based methods, our method

achieves a 23.7% reduction in mean MAE compared to the

leading single-illuminant method, CLCC [32]. Addition-

ally, when measured against the top-performing multiple-

illuminant method, our approach shows a 21.5% improve-

ment in mean MAE.

Qualitative Evaluation We conducted visual qualita-

tive comparisons of our method against Quasi-U [6],

CLCC [32], and AngularGAN [37] on our nighttime

dataset. Figure 4 showcases these comparisons, where

our method excels in generating color-corrected images of

higher quality under challenging nighttime conditions, a

task at which the state-of-the-art methods falter, especially

with complex illuminants. The single illuminant meth-

ods Quasi-U [6] and CLCC [32] cannot fully remove the

light colors. Although AngularGAN is tailored for multi-

illuminant color scenarios, it tends to perform inconsis-

tently under the complex lighting conditions of nighttime.

In contrast, our method consistently produces results free

of light color cast, even in these challenging nighttime en-

vironments. This underscores the robustness and effective-

ness of our approach in navigating and correcting the intri-

cate lighting nuances characteristic of nighttime scenes.

4.4. Multi­Illuminant Indoor Dataset Evaluation

In addition to addressing nighttime color constancy, one

may wonder if our method can also work for daytime/indoor

datasets. To this end, we investigate its applicability to day-

time and indoor datasets, aiming to reduce the reliance on

labeled data. This is evaluated through experiments on the

LSMI dataset [23]. To train our model in a semi-supervised

way, we use 10% of the training data with ground truths,

complemented by 0% and 90% without ground truths, re-

spectively. The labeled training data are used for the initial

pretraining of our model.

We compare our method with both supervised learning

and unsupervised learning methods. It is important to note

that for the supervised learning methods, they have full ac-

cess to all the ground truths in the training data.

As shown in Table. 2, our approach demonstrates com-

petitive performance compared to other baselines, with

only 10% labeled data. Furthermore, our method’s per-

formance improved progressively with the increase in the

proportion of labeled data used, underscoring its adaptabil-

ity across different data scenarios. Notably, in compari-

son to not utilizing unlabeled data, our method achieves a

33.8% improvement in the mean value of Mean Angular

Error (MAE), underscoring its effectiveness in leveraging

unlabeled data for enhanced learning outcomes.
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Table 1. Comparison of the overall mean angular error on the

nighttime dataset. We compare them using mean angular error

(MAE). Our method achieves the best result among the base-

line methods, including supervised, semi-supervised, and unsu-

pervised methods for single and multi-illuminant color constancy.

Method SupervisedSingle lightMeanMedian

Gray-Edge (1st) [40] % ! 12.18 12.20

Quasi-U [6] % ! 10.18 8.60

FC4 (SqueezeNet) [19] ! ! 9.47 8.83

MSCC [20] % ! 7.64 6.91

White-Patch [27] % ! 7.45 5.52

CLCC [32] ! ! 6.61 6.39

FFCC[4] ! ! 6.32 6.14

Hussain WP [21] % % 12.36 11.40

Gijsenij et al. [17] % % 11.88 11.38

Patch CNN [7] ! % 8.46 8.90

Gray-Pixel (M=2) [34] % % 7.78 7.27

Gray-Pixel (M=3) [34] % % 7.65 7.21

AngularGAN [37] ! % 7.18 6.74

Gray-Pixel (M=1) [34] % % 7.03 7.33

Gray-Index [35] % % 6.19 6.04

MIMT [29] ! % 6.14 5.84

Ours % % 4.82 4.69

4.5. Ablation Studies

In the ablation study, we analyze the performance of our

model with and without the main components on the night-

time dataset. Table 3 reveals that using only the daytime

dataset results in the least effective performance. Incor-

porating unlabeled nighttime data into our unsupervised

domain adaptation framework results in enhanced perfor-

mance, albeit with a modest margin. The introduction of our

light uncertainty mechanism and adaptive channel masking

leads to a significant reduction in the Mean Angular Error

(MAE). To further demonstrate the effectiveness of our light

uncertainty, we also provide analysis in our supplementary

materials.

5. Conclusion

In this paper, we presented a novel framework for nighttime

color constancy, by effectively utilizing unlabeled night-

time data. To enhance the model’s adaptability to diverse

lighting conditions, an adaptive channel masking scheme

is designed to mask out the channels insensitive to light

color and noise, guiding the model to progressively fo-

cus on learning such features. To avoid noisy pseudo la-

Table 2. Comparison of the overall mean angular error on the

LSMI dataset [23]. When training our method by semi-supervised

learning, we use 10% of the training data with ground truths, 0%

and 90% without ground truths, respectively.

Method Labeled Unlabeled Mean Median

White-Patch [27] 0% 100% 12.8 14.3

Gray-Edge (1st) [40] 0% 100% 12.1 10.8

Gray-World [9] 0% 100% 11.3 8.8

Gijsenij et al. [17] 0% 100% 18.0 17.0

Hussain WP [17] 0% 100% 17.7 16.9

Gray-Pixel(M=2) [34] 0% 100% 17.1 17.4

Gray-Index [35] 0% 100% 15.1 16.0

N-WB (GW) [2] 0% 100% 13.9 13.1

N-WB (GP) [2] 0% 100% 12.4 11.1

N-WB (GE) [2] 0% 100% 12.1 10.8

N-WB (PCA) [2] 0% 100% 8.3 7.4

Patch CNN [7] 100% 0% 4.82 4.24

AngularGAN [37] 100% 0% 4.69 3.88

MIMT [29] 100% 0% 2.48 2.00

Ours 10% 0% 5.71 4.86

Ours 10% 90% 3.04 2.62

Table 3. Ablation studies of the nighttime data and key compo-

nents. We compare the mean angular error with and without: unla-

beled nighttime data, light uncertainty (LU), and adaptive channel

masking (ACM). The best performance is achieved when all the

components are implemented.

Day Night LU ACM Mean Median

! % % % 7.36 6.65

! ! % % 6.95 6.21

! ! ! % 5.40 4.97

! ! ! ! 4.82 4.69

bel to be learned in the unlabeled data, we designed a

light uncertainty mechanism that provides local estimation

by reintroducing the white-balanced image into the model.

Our experimental results, on both nighttime and indoor

datasets, demonstrate that our method shows competitive

results compared to existing baselines, underscoring its ef-

ficacy in learning from unlabeled images. Our method has

also shown promising potential in semi-supervised learn-

ing applications. This adaptability suggests broader utility

across various tasks in color constancy with limited labeled

data.
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