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Figure 1. High-Resolution Depth Estimation. Our tile-based monocular metric depth estimation model processes high-resolution images
and delivers high-quality depth estimations with intricate details on test images corresponding to the synthetic training dataset Unreal-
Stereo4K [37] as well as for zero-shot generalization to other types of real images. Top: In-domain sample from UnrealStereo4K. Middle:
Out-of-domain sample from Middleburry 2014 [35]. Bottom: Out-of-domain sample from the internet.

Abstract

Single image depth estimation is a foundational task
in computer vision and generative modeling. However,
prevailing depth estimation models grapple with accom-
modating the increasing resolutions commonplace in to-
day’s consumer cameras and devices. Existing high-
resolution strategies show promise, but they often face limi-
tations, ranging from error propagation to the loss of high-
frequency details. We present PatchFusion, a novel tile-
based framework with three key components to improve the
current state of the art: (1) A patch-wise fusion network that
fuses a globally-consistent coarse prediction with finer, in-
consistent tiled predictions via high-level feature guidance,

(2) A Global-to-Local (G2L) module that adds vital con-
text to the fusion network, discarding the need for patch
selection heuristics, and (3) A Consistency-Aware Training
(CAT) and Inference (CAI) approach, emphasizing patch
overlap consistency and thereby eradicating the neces-
sity for post-processing. Experiments on UnrealStereo4K,
MVS-Synth, and Middleburry 2014 demonstrate that our
framework can generate high-resolution depth maps with
intricate details. PatchFusion is independent of the base
model for depth estimation. Notably, our framework built
on top of SOTA ZoeDepth brings improvements for a total
of 17.3% and 29.4% in terms of the root mean squared error
(RMSE) on UnrealStereo4K and MVS-Synth, respectively.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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1. Introduction
This paper addresses the challenge of metric single im-

age depth estimation for high-resolution inputs. Single im-
age depth estimation remains a cornerstone in computer vi-
sion and generative modeling [3, 11, 22, 42]. Yet, most
state-of-the-art (SOTA) depth estimation architectures are
bottlenecked by the resolution capabilities of their back-
bone. For instance, ZoeDepth [3] processes an input res-
olution of 384×512, VPD [43] manages 480×480, and
AiT [29] is designed for 384×512. These figures pale in
comparison to the resolutions offered by modern consumer
cameras, such as the 45 Megapixel Canon EOS R5, the
widely available 8K televisions, and even mobile devices
like the iPhone 15, which boasts a 12MP Ultra Wide lens.

Several methods have attempted to bridge this resolu-
tion gap: (1) Guided Depth Super-Resolution (GDSR)
techniques [20, 26, 44, 45] aim to refine high-resolution
depth maps from their low-resolution counterparts using
high-resolution color images as reference. (2) Implicit
Function approaches, such as SMD-Net [37], leverage al-
gorithms like [5, 28] to estimate disparities continuously
across image locations, essentially performing on-the-fly
super-resolution. However, due to the low-resolution na-
ture of many models, these techniques have their limita-
tions: GDSR can propagate errors, and the implicit func-
tion still strips away crucial high-frequency details during
input downsampling. Lastly, the (3) Tile-Based Method
proposed in BoostingDepth [27], emphasizes relative depth
estimation by processing image patches independently be-
fore merging them to form a unified depth map.

Our approach refines the concept of tile-based depth es-
timation. While the BoostingDepth already has promis-
ing results, we identified some shortcomings to improve.
First, we discover that BoostingDepth suffers from scale in-
consistencies, especially when transposed to metric depth
estimation. These inconsistencies then mandate rigorous
post-process corrections, such as scale optimization and
Gaussian blending. Second, the fusion network in Boost-
ingDepth often stumbles due to the lack of guidance and its
inability to grasp a more holistic view of the input image,
leading to local optima and compelling the use of complex
heuristic patch selections.

In light of these challenges, we introduce PatchFu-
sion that stands on three pillars: Firstly, we augment the
fusion network with high-level feature guidance, stream-
lining its training. Secondly, our proposed Global-to-
Local (G2L) module empowers the fusion network to stay
context-aware, eliminating complex patch selection heuris-
tics. Thirdly, our Consistency-Aware Training (CAT) and
Inference (CAI) strategy places a special emphasis on patch
overlap consistency, facilitating consistency-aware training
and inference. As a result, we achieve an end-to-end tile-
based framework without any necessity for pre-processing

such as patch selection, and post-processing like scale opti-
mization and Gaussian blending. In Fig. 1 we show selected
examples to illustrate how PatchFusion is able to signifi-
cantly improve the results compared to the previous SOTA.
In summary, our key contributions include:
• The introduction of a novel tile-based network architec-

ture and training strategy for metric monocular depth es-
timation called PatchFusion. PatchFusion is adept at han-
dling high-resolution images and is the first tile-based
metric depth estimations approach that can be trained
in an end-to-end manner without the need for additional
post-processing or pre-processing steps.

• We conducted exhaustive empirical validations using the
UnrealStereo4K [37], MVS-Synth [19], and Middleburry
2014 [35] datasets. Our framework further improves cur-
rent SOTA by 17.3% and 29.4% on UnrealStereo4K and
MVS-Synth, respectively.

2. Related Work
2.1. Monocular Depth Estimation

Tremendous progress in monocular depth estimation has
been achieved by publicly available large-scale datasets [6,
7, 14, 36], network design [2, 11, 22, 23, 38, 41], loss su-
pervision [21, 24, 40], refined problem formulations [2, 9,
13, 40], and training strategies [12, 15, 30]. Recently, the
best-performing frameworks have been built on the trans-
former architecture [1, 10, 25]. While current SOTA frame-
works demonstrate exceptional performance, they still use
low-resolution images as input. For example, the SOTA
ZoeDepth [3] uses BEIT384-L [1] with 307M parameters
and only infers 384×512 (about 0.2 megapixel) images.
This stands in stark contrast to the advancements in mod-
ern imaging devices that capture images at increasing res-
olutions, and the growing demand among users for high-
resolution depth estimation. In this work, we aim to uti-
lize these large-scale models on high-resolution inputs and
achieve high-resolution depth estimation.

2.2. High-Resolution Depth

The pursuit of high-resolution depth estimation has typ-
ically converged on three prevalent strategies: (1) Guided
Depth Super-Resolution (GDSR): This approach employs
methods [20, 26, 44, 45] to reconstruct high-resolution
depth maps using low-resolution depth observations. These
reconstructions are facilitated by paired high-resolution
color images. A notable limitation of GDSR is its reliance
on training samples derived from the direct downsampling
of high-resolution depth maps. When applied to monocular
depth estimation—where low-resolution depth maps stem
from models limited by input resolution constraints—this
approach can introduce cascading errors during the super-
resolution process. (2) Implicit Function: Melding the
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Figure 2. Framework Illustration. (a) Overall Pipeline: The framework consists of three phases, including a coarse network Nc

providing globally consistent yet coarse depth estimation Dc, a fine network Nf presenting finer details for an input tile (but all tiles
together would lack consistency), and a guided fusion network Ng combining the best of both worlds. (b) Architecture of Guided Fusion
Network: The lightweight network includes (A) successive encoder layers, (B) skip-connection modules, and (C) upsampling layers.

implicit function [5, 28] with stereo mixture density has
enabled architectures like SMD-Net [37] to deliver pre-
cise disparity estimations across continuous image loca-
tions, thereby addressing the stereo super-resolution chal-
lenge. Nevertheless, this method hasn’t fully confronted the
constraints posed by image resolution. Models are still vul-
nerable to losing intricate high-frequency details during the
input downsampling phase. (3) Tile-Based Method: This
paper aligns itself with the tile-based strategy, pioneered
in works such as BoostingDepth [27] and [33]. The un-
derlying principle here is to segment depth estimation into
patches. Subsequently, these patches are merged to con-
struct a holistic image depth estimation. A chief advantage
of this method is its ability to sidestep the severe downsam-
pling often mandated by the restrictions on input resolution.

2.3. Depth Map Blending

Given coarse whole-image and fine patch-wise depth
maps, blending them together is a crucial part of tile-based
methods. This process aims to keep the correct global scale
in coarse maps while maintaining the fine details in the
tile maps. BoostingDepth [27] applies a linear polynomial,
whereas [33] utilizes a deformable depth field proposed in
[18] to achieve the blending. The former optimizes one
patch-wise scale and shift in the least squares manner and
the latter calculates pixel-wise deformation. Unlike previ-
ous approaches, the output of our method can be seamlessly
stitched without the necessity for any post-optimization,
resulting in an end-to-end framework for high-resolution
depth estimation.

3. Method
In this section, we present the overall framework in

Sec. 3.1, Consistency-Aware Training and Inference in

Sec 3.2, and implementation details in Sec. 3.3.

3.1. Overall Framework

Our primary objective is to harness the capabilities of
a pre-trained base depth estimation model trained on low
resolution and employ it for high-resolution depth estima-
tion, targeting high resolutions, e.g. 4K. Unfortunately,
a straightforward scaling of current base models to high
resolutions such as 4K far exceeds the memory and com-
pute capabilities of current hardware. Therefore, we adopt
a patch-wise approach, breaking down the high-resolution
depth estimation task into three distinct steps (see Fig. 2a):
(i) Global Scale-Aware Estimation, (ii) Local Fine-Depth
Estimation, and (iii) Fusion. We train a dedicated network
for each step as described below.

(i) Global Scale-Aware Estimation: In the initial step,
we predict a coarse depth map by first downsampling the in-
put image to the native resolution of the depth model. This
downsampling reduces the memory requirements and com-
putational load while providing an initial estimation of the
depth, Dc. For this step, we fine-tune our base depth model
on the downsampled data, resulting in the coarse network
Nc. Due to downsampling, the output from this step is
coarse in nature and fine, high-frequency details are lost at
the cost of global consistency.

(ii) Patch-Wise Depth Prediction: In this step, we di-
vide the input images into smaller manageable patches and
feed the cropped patches as input to our base model. We
use a fixed patch size that is equal to or similar to the native
resolution of the base depth model. This results in a fine
prediction Df containing rich details, particularly at bound-
aries and intricate structures. Nevertheless, this detailed
depth map, being confined to only a segment of the orig-
inal scene, remains oblivious to the global context, mak-
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Figure 3. Illustration of Inconsistent Depth Prediction. Patch-
wise depth prediction by itself suffers from the lack of global infor-
mation, leading to inconsistent depth predictions especially visible
at the patch boundaries.

ing its scale potentially inconsistent with the actual scene.
This could result in a scale-shifted prediction and fluctu-
ations across patches leading to obvious patch artifacts as
shown in Fig. 3.

(iii) Fusion and Guided Fusion Network: To resolve
the inconsistency issues with patch-wise prediction, our
goal in this step is to transfer the global information from
the coarse depth obtained in (i) to the patch-wise predic-
tions without compromising their higher details. While the
transfer could be implemented by simply learning a pix2pix
U-Net [27, 34], our key idea is to exploit the multi-scale
features from Nc and Nf . We use two main components
to achieve this transfer - the Global-to-Local Module (G2L)
and the Guided Fusion Network Ng .

Global-to-Local (G2L) Module: Our empirical evalu-
ations (in Tab. 2) indicate that directly adopting the global
guidance feature Fc = {f i

c}Li=1 from Nc (where L is the
number of layers) still suffers from the scale-shift issue.
Even though Fc is derived from the entirety of the image,
the necessary information needed for accurate scale infer-
ence during fusion is lost post the cropping operation. Ad-
dressing this, we present our G2L module designed to retain
global context.

While the key insight of G2L is to apply the global-wise
self attention for each-level feature in Fc to ensemble cru-
cial information for patch-wise scale-consistent prediction,
we adopt the Swin Transformer Layer (STL) [25] to pre-
serve the global context while simultaneously alleviating
GPU memory concerns. The main ideas are the local atten-
tion and the shifted window mechanism. Given each fea-
ture map f i

c , STL subdivides it into localized windows for
self-attention (W-SA), which is then followed by shifted-
window attention for inter-window interactions (SW-SA).
The operation can be formulated as:

f i
g2l = G2L(f i

c) = SW-SA(W-SA(f i
c)), (1)

where the superscript i iterates through the multi-layer fea-
tures. The output set Fg2l = {f i

g2l}Li=1 is then sent to the
Guided Fusion Network Ng for further fusion.

Guided Fusion Network: The guided fusion network
follows the U-Net [34] design as shown in Fig. 2b. The in-
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Figure 4. Consistency-Aware Training Illustration. We apply
our consistency loss on the overlap area of intermediate features
and depth predictions from two patches.

put comprises a concatenated ensemble of the cropped orig-
inal image I , the corresponding cropped coarse depth esti-
mations Dc from Nc, and fine depth estimations Df from
Nf . The key idea of the design is to only use image and
depth values in the encoder and to delay the injection of
network features to the skip connections and decoder lay-
ers.

We use a lightweight encoder consisting of successive
convolutional and max-pooling layers to extract multi-level
features. During the skip-connection, we inject the scale-
aware feature Fg2l with a fusion block (FB) consisting of
two 3 × 3 convolutional layers with ReLU activation func-
tions as

f̃ i
g = FB(roi(f i

g2l), f̂
i
g), (2)

where we apply the roi [17] operation to fetch features of
the corresponding cropped area. f̂ i

g denotes the initial out-
put feature from the i-th encoder layer. As for the decoder,
we again harness the guidance features Fc = {f i

c}Li=1 and
Ff = {f i

f}Li=1 from Nc and Nf , respectively, integrating
them into the decoder of our fusion model. The operation
can be formulated as:

f i
g = FB(f̃ i

g,roi(f
i
c), f

i
f ,Upsample(f

i−1
g )) (3)

where f̃ i
g is obtained from Eq. 2. The Upsample function

2× rescales the features from the previous level in the de-
coder. The output features Fg = {f i

g}Li=1 are then sent to a
depth head [3] for final depth estimation.

3.2. Consistency-Aware Training and Inference

The effectiveness of the fusion network hinges on not
just the accuracy of predictions, but also their consistency
across patch boundaries. While our Guided Fusion Network
makes scale-aware predictions, boundary inconsistencies
still exist. Recognizing this gap, we introduce Consistency-
Aware Training (CAT) and Inference (CAI) to ensure patch-
wise depth prediction consistency.

Training: Our methodology, see Fig. 4, is based on
the intuitive idea that overlapping regions between cropped
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patches from the same image should ideally produce con-
sistent feature representations and depth predictions. We
begin by cropping an image patch, denoted as I1. By shift-
ing the cropping window, we obtain another cropped patch
I2, such that there exists an overlap region Ω. Both these
patches, I1 and I2, are independently processed through our
framework, yielding image features F1

g and F2
g , and depth

predictions D1 and D2, respectively. To enforce consis-
tency, we impose an L2 loss on the overlapping regions of
both the extracted image features and the depth predictions.
This loss penalizes discrepancies in the feature representa-
tions and depth predictions of the overlapping regions from
the two cropped patches. The consistency-aware loss can
be mathematically expressed as:

Lc = ||F1
g −F2

g ||2 + µ1||D1 −D2||2, x ∈ Ω, (4)

where c is short for consistency, µ1 is a hyperparameter em-
pirically set to 0.1 to balance the loss. While the idea of
constraining the depth values is quite intuitive, the good re-
sults mainly stem from constraining the features.

Inference: One of the distinct advantages of our method,
especially when compared with BoostingDepth [27], is its
freedom from heuristic patch selection and post-processing
strategies during inference. In our standard inference
pipeline, we slice the image into P = 16 non-overlapping
patches, spanning its entirety. These patches are processed,
and the depth maps are seamlessly stitched together. This
standard pipeline is called PatchFusionP=16 in Tab. 1.

To unlock the full power of the network, we comple-
ment consistency-aware inference in the following manner.
Our model is further amplified with the inclusion of an ex-
tra 33 shifted, tidily arranged patches, as illustrated in the
supplementary material, as PatchFusionP=49. An additional
improvement is to use extra randomly sampled patches, re-
sulting in PatchFusionR. Unless otherwise specified, we use
R = 128 random patches in our experiments.

During the processing of patches, the updated depth Dg

is concatenated with the cropped image I and coarse depth
map Dc, supplanting the Df , as the input to our guided fu-
sion network. This dynamic updating, coupled with a run-
ning mean, engenders a local ensemble1 approach, incre-
mentally refining the depth estimations on the fly.

3.3. Implementation Details

Training: Both networks, Nc and Nf , are trained utiliz-
ing the scale-invariant loss Lsi [3, 11, 22]. We use weights
from pretraining on the NYU-v2 dataset [36] as our initial-
ization. Nc and Nf are then fine-tuned on the target dataset
for 16 epochs. The training of the guided fusion network

1Ensemble is combining several different predictions from different
models to make the final prediction. Here, we abuse this term to repre-
sent combining different predictions from different patches but using the
same model

involves a combination of the scale-invariant loss Lsi and
our specially designed consistency loss Lc as

L = Lsi + µ2Lc, (5)

where µ2 is a hyperparameter empirically set to 0.1 to bal-
ance the loss. The fusion network Ng is trained for 12
epochs. Data augmentation for Nf and Ng includes ran-
dom cropping. Beyond this, we use the default augmenta-
tion strategies adopted in the baseline depth model.

4. Experimental Results
4.1. Datasets and Metrics

UnrealStereo4K: The UnrealStereo4K dataset [37] of-
fers synthetic stereo images in 4K resolution (2160×3840),
complete with accurate, pixel-wise ground truth. Since the
dataset has some incorrectly labeled images, we use the
Structural Similarity Index (SSIM) [39] for quality assur-
ance, comparing the original and reconstructed left images
with the given disparity maps. Entries with SSIM below 0.7
are excluded (we filter 131 out of 7860 images total). Uti-
lizing the provided camera parameters, we convert the dis-
parity maps to metric depth maps. Our experiments follow
the prescribed dataset splits in [37], and we select a patch
size of 540×960 by default.

MVS-Synth: MVS-Synth [19] is a synthetic dataset de-
signed for training Multi-View Stereo (MVS) algorithms. It
contains 120 unique sequences, each with 100 frames de-
picting urban scenes from the virtual environment of Grand
Theft Auto V. Each frame provides a 2K (1080×1920) RGB
image, along with a corresponding ground truth depth map
and camera parameters. We divide the dataset into 11,160
training samples and 240 validation pairs, cropping images
into 270×480 patches for inputs to Nf and Ng .

Middlebury 2014: The Middlebury 2014 dataset [35]
comprises a set of high-resolution stereo images (almost
4K), showcasing indoor scenes in controlled lighting set-
tings. It includes 23 images paired with corresponding
ground-truth disparity maps. Direct training of a monoc-
ular metric depth estimation model on this dataset is not
advised due to the risk of overfitting. We use the dataset
to test our zero-shot generalization capability, particularly
from synthetic to real-world scenarios.

Metrics: We use the standard metric depth evaluation
metrics proposed in [3, 11, 31] and present details in the
supplementary material. Furthermore, we introduce two ad-
ditional metrics to specifically evaluate the precision at ob-
ject boundaries and the consistency across patches: (1) Soft
Edge Error (SEE): As per the recommendations in [4, 37],
SEE assesses the fidelity of boundary estimation. It mea-
sures the discrepancy between predicted disparity and the
ground truth within a 3×3 local patch around object edges,
penalizing any over-smoothing tendencies and underlining
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Input BoostingDepth [27] Graph-GDSR [8] Ours GT

Figure 5. Qualitative Results on UnrealStereo4K and MVS-Synth. The qualitative comparisons showcased here are derived from the
UnrealStereo4K and MVS-Synth datasets, depicted in the first two and last two rows, respectively. Zoom in to better perceive details near
boundaries. Our framework outperforms counterparts [8, 27] with much sharper edges.

the model’s ability to capture high-fidelity depth contours.
(2) Consistency Error (CE): To ascertain patch coherence,
CE is calculated as the mean absolute error among patches
designed with half-resolution overlaps. This metric evalu-
ates the uniformity of the depth estimation across different
patches, ensuring a seamless transition and consistency in
the reconstructed depth map.

4.2. Main Results

Our framework can enhance any metric depth estima-
tion model. For our experiments, we select ZoeDepth [3]
as our baseline due to its SOTA performance. We com-
pare our framework against various other methods, in-
cluding (1) traditional monocular metric depth estimation
methods such as ZoeDepth [3] and iDisc [31], (2) the
guided depth super-resolution approach Graph-GDSR [8],
(3) SMD-Net [37] which utilizes an implicit function head
for enhanced depth estimation, and (4) the tile-based tech-
nique BoostingDepth [27]. To ensure fair comparisons,
we standardize the depth models across these strategies
to ZoeDepth or we fine-tune the models using their pro-
vided NYU-v2 [36] pretrained versions on both the Unre-
alStereo4K [37] and MVS-Synth [19] datasets, setting this
as our default experimental protocol.

UnrealStereo4K: The performance comparison on the
UnrealStereo4K test set is presented on the left of Tab. 1.
While all compared methods enhance prediction quality to
some degree, our PatchFusion framework significantly sur-

passes the baseline ZoeDepth model by 17.3% in RMSE
and 14.7% in REL. This indicates a considerable perfor-
mance gain afforded by our approach. Our results also
showcase the lowest Soft Edge Error (SEE), evidencing su-
perior boundary delineation. Qualitative comparisons in
Fig. 5 further underscore the high-quality depth maps gen-
erated by our framework. We capture intricate details, es-
pecially in boundary areas. More cases are shown in our
supplementary material.

MVS-Synth: The right of Tab. 1 provides the quantita-
tive comparison results for experiments on the MVS-Synth
dataset [19]. Our framework outperforms all alternative ap-
proaches in every evaluated metric. Notably, our technique
boosts the RMS score by approximately 29.4% and reduces
the scale-invariant logarithmic error by 30.8%. We present
qualitative results in Fig. 5 and the supplementary material.

Middlebury 2014: We first evaluate the zero-shot trans-
fer capability of our framework. The accompanying sup-
plementary material provides both quantitative and qualita-
tive comparisons to illustrate the efficacy of our approach.
Building on this foundation, we explored our framework’s
application to the field of text-to-image generation. We sub-
stituted the conventional depth estimation model [32] em-
ployed by ControlNet [42] with our PatchFusion. To en-
sure compatibility with the depth range required by Con-
trolNet, we normalized the metric depth output of PatchFu-
sion to the interval [0, 256] and then applied the transfor-
mation 256 − d̂ to invert it. The results are illustrated in
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Method UnrealStereo4K MVS-Synth
δ1(%)↑ REL↓ RMS↓ SiLog↓ SEE↓ δ1(%)↑ REL↓ RMS↓ SiLog↓ SEE↓

iDisc [31] 96.940 0.0534 1.4035 8.5022 1.0697 93.010 0.0866 1.4386 15.4157 1.5624
BoostingDepth* [27] 75.483 0.1890 4.7310 56.3251 3.3204 71.393 0.2731 4.6859 85.8841 4.1082
BoostingDepth [27] 98.104 0.0437 1.1233 6.6623 0.9390 95.409 0.0694 0.9535 11.5144 1.2694
Graph-GDSR* [8] 97.757 0.0454 1.3012 7.6316 0.8734 94.075 0.0760 1.2735 14.8825 1.2386
Graph-GDSR [8] 97.932 0.0438 1.2642 7.4691 0.8718 94.195 0.0748 1.2435 14.0723 1.2106
SMD-Net [37] 97.774 0.0439 1.2817 7.3888 0.8828 93.842 0.0776 1.2563 14.1074 1.2747

ZoeDepthCOARSE [3] 97.717 0.0455 1.2887 9.1227 0.9144 93.978 0.0769 1.2676 14.1236 1.3036
ZoeDepthFINE [3] 97.027 0.0627 1.2058 7.4483 0.9546 95.113 0.0715 0.9454 11.3844 1.1142
ZoeDepth+PFP=16 98.419 0.0399 1.0878 6.2122 0.8382 95.991 0.0613 0.9213 10.1511 1.0759
ZoeDepth+PFP=49 98.450 0.0392 1.0747 6.1311 0.8462 96.069 0.0599 0.9050 9.9524 1.0700
ZoeDepth+PFR=128 98.469 0.0388 1.0655 6.0846 0.8488 96.172 0.0589 0.8944 9.7696 1.0833

Table 1. Quantitative comparison on UnrealStereo4K and MVS-Synth. Best results are in bold, second best are underlined. * indicates
out of bbox inference without training on the target datasets. PF is short for PatchFusion.

Prompt 1: A cyberpunk style motorcycle in a room 
Prompt 2: A minimalist electric motorcycle in a white art gallery

Prompt 1: Jade plants in colorful ceramic pots, set against a rustic wooden background
Prompt 2: A modern office desk setup with a jade plant on a white desk

Input & Base Model Depth Map (Ours) Ours + Prompt 1 Ours + Prompt 2Input, Base Depth [32] Our Depth Map Prompt 1 + Our Depth Prompt 2 + Our Depth

Figure 6. Qualitative Results of Depth-Guided Text-to-Image Generation. We show two cases each with two different text prompts.
Given the image, we use the default depth estimation model [32] in ControlNet [42] and our PatchFusion to predict depth maps, respectively.
Along with the same prompt, the depth maps are processed by the text-to-image model in ControlNet to generate images. The depth
resolution is aligned by rescaling. We show some images in a smaller size to save space. Zoom in for details like the leaves and handlebar
marked by red boxes. The images are from Middlebury 2014 [35].

Fig. 6. Armed with the high-fidelity depth maps generated
by PatchFusion, which capture intricate details, the text-to-
image generation model yields coherent structures, textures,
and details of significantly higher quality than the baseline.

4.3. Ablation Studies and Discussion

In this section, we ablate and discuss the contributions of
individual components within our framework. Unless stated
otherwise, we utilize the UnrealStereo4K dataset and the
PatchFusion variant with P = 16 patches for clarity and
ease of comparison. Inference time benchmarks are per-

formed on a single NVIDIA A100 GPU.
Comparison with other Blending Strategies: The pri-

mary role of the fusion network in our framework is to act
as an adaptive blending module, integrating the fine de-
tail from Df with the scale information retained in Dc.
We benchmark our network against other blending strate-
gies prevalent in various tile-based depth estimation meth-
ods [18, 27, 33]. As illustrated in Tab. 2 (①, ②, ③), our
approach yields superior results in terms of estimation ac-
curacy and satisfactory computational efficiency. We high-
light that traditional blending strategies often grapple with
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Method REL↓ SEE↓ CE↓ T(s) ↓
Coarse Baseline 0.0455 0.9144 - 0.080

Fine Baseline 0.0627 0.9546 0.2546 1.132

① Patch Global Scale&Shift opt. 0.0544 1.0060 0.3703 2.256
② Pixel Deformation opt. 0.0437 0.9016 0.2213 9.729
③ Poisson Image Editing opt. 0.0467 1.0313 0.2499 31.875

G G2L CAT-P CAT-F

④ 0.0450 0.8932 0.2155 1.556

⑤ ✓ 0.0423 0.8588 0.2318 1.642
⑥ ✓ ✓ 0.0419 0.8415 0.1700

⑦ ✓ ✓ 0.0414 0.8473 0.1714

2.782⑧ ✓ ✓ ✓ 0.0411 0.8624 0.1215
⑨ ✓ ✓ ✓ 0.0403 0.8451 0.1624
⑩ ✓ ✓ ✓ ✓ 0.0399 0.8382 0.1441

PatchFusionP=49 (w/o CAI) 0.0398 0.8397 0.1441 7.818
★ PatchFusionP=49 (full method) 0.0392 0.8462 0.0464

Table 2. Ablation study on UnrealStereo4K dataset. G denotes the
feature guidance. CAT-P and CAT-F denote adopting consistency-
aware training on predictions and features, respectively. Best re-
sults are in bold, second best are underlined. Time: average infer-
ence time for one image.

the challenge of specifying an optimal handcrafted target
for optimization, which can result in suboptimal outcomes.
Our network circumvents this issue by learning to blend
the input patches effectively through a data-driven process.
This is evidenced by the substantial gains in performance
metrics, with an 8.7% improvement in REL and a 34.8%
reduction in CE during inference.

Guided Fusion Network with G2L Module: Our ini-
tial focus is to evaluate the impact of the Guided Fusion
Network equipped with the G2L (Global to Local) Module.
We incrementally introduce the guidance feature and the
G2L module to a baseline encoder-decoder structure, sim-
ilar to the MergeNet in BoostingDepth [27], and observe
the changes in performance. As indicated in Tab. 2, the
standalone model without the guidance feature and the G2L
module (④) yields the least impressive results. With RMSE
and SEE metrics closely aligning with the coarse baseline,
and only a marginal improvement in the consistency error,
it becomes evident that this variant struggles to integrate the
finer details from Df into the coarse depth map Dc. This
underlines the crucial role our framework plays in surpass-
ing the capabilities of BoostingDepth [27].

Introducing the guidance feature (⑤) marks an uptick in
performance with improvements of 6.0% in REL and 3.8%
in SEE, confirming the feature’s role in enhancing train-
ing and the assimilation of fine details. The integration of
the G2L module (⑦) leads to a 26.0% reduction in consis-
tency error, achieved without imposing explicit constraints.
The concomitant reduction in 2.1% REL underscores the
G2L module’s effectiveness in harnessing global informa-
tion, thus improving both accuracy and consistency.

Consistency-Aware Training and Inference: Integrat-
ing the consistency-aware training (CAT) loss, results in

enhanced REL and CE metrics for models, both with and
without the G2L module (⑥ and ⑧, respectively). Notably,
the introduction of the G2L module and consistency loss
leads to a marginal reduction in SEE. This suggests that the
model may be excessively penalized, potentially neglecting
some fine details in the process. When the consistency loss
is applied to the intermediate features (⑨), we observe a
more pronounced improvement in REL, while SEE is pre-
served, indicating a balanced detail capture. Nevertheless,
this approach yields a diminished CE, suggesting a slight
trade-off. Upon concurrently enforcing consistency con-
straints on both predictions and intermediate features, we
note a further refinement in both REL and SEE metrics,
along with an acceptable level of CE (⑩). This finding un-
derscores the balanced improvements in standard metrics
and patch-wise consistency, which is pivotal for a tile-based
framework. Collectively, these results affirm the CAT’s role
in bolstering high-quality depth estimation. Finally, with
the use of additional patches and our consistency-aware in-
ference (CAI), we obtain another significant boost in REL
and CE (★) due to the local ensemble, but at the expense of
SEE and time complexity.

4.4. Limitations and Future Work

One limitation is the computational efficiency of our
framework. While incorporating an increasing number of
randomly selected patches does improve depth prediction,
it also results in a proportional increase in processing time.
We therefore suggest an efficient patch selection strategy
as an avenue for future work. Another limitation is the
lack of high-resolution real-world training data. We can
observe this gap in our results from synthetic to real trans-
fer. While the results showcase sharp edges, the scale of the
results could be improved. Also, we noticed that Unreal-
Stereo4K [37] does not contain enough images with large
homogeneous foreground objects. We believe that the col-
lection of large real-world high-resolution depth datasets
will be a great contribution, as depth estimation, in gen-
eral, seems to be a highly valuable pre-training task [16],
and therefore recommend this as future work.

5. Conclusions
We presented PatchFusion, an end-to-end tile-based

framework tailored to high-resolution monocular metric
depth estimation. We introduced a novel tile-based network
architecture together with a consistency-aware training and
inference strategy. This combination yields a framework
that only relies on forward passes through networks and
obviates the need for additional pre-processing and post-
processing. Our proposed framework decisively improves
upon the baseline model for UnrealStereo4K (17.3% in
RMSE) and MVS-Synth (29.4% in RMSE), while demon-
strating satisfactory performance in zero-shot transfer.
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[32] René Ranftl, Katrin Lasinger, David Hafner, Konrad
Schindler, and Vladlen Koltun. Towards robust monocular
depth estimation: Mixing datasets for zero-shot cross-dataset
transfer. IEEE TPAMI, 44(3), 2022. 6, 7

[33] Manuel Rey-Area, Mingze Yuan, and Christian Richardt.
360monodepth: High-resolution 360deg monocular depth
estimation. In CVPR, pages 3762–3772, 2022. 3, 7

[34] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net:
Convolutional networks for biomedical image segmentation,
2015. 4

[35] Daniel Scharstein, Heiko Hirschmüller, York Kitajima,
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