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Abstract

Audiovisual segmentation (AVS) is a challenging task
that aims to segment visual objects in videos according to
their associated acoustic cues. With multiple sound sources
and background disturbances involved, establishing robust
correspondences between audio and visual contents poses
unique challenges due to (1) complex entanglement across
sound sources and (2) frequent changes in the occurrence
of distinct sound events. Assuming sound events occur in-
dependently, the multi-source semantic space can be rep-
resented as the Cartesian product of single-source sub-
spaces. We are motivated to decompose the multi-source
audio semantics into single-source semantics for more ef-
fective interactions with visual content. We propose a se-
mantic decomposition method based on product quanti-
zation, where the multi-source semantics can be decom-
posed and represented by several disentangled and noise-
suppressed single-source semantics. Furthermore, we in-
troduce a global-to-local quantization mechanism, which
distills knowledge from stable global (clip-level) features
into local (frame-level) ones, to handle frequent changes in
audio semantics. Extensive experiments demonstrate that
our semantically decomposed audio representation signifi-
cantly improves AVS performance, e.g., +21.2% mIoU on
the challenging AVS-Semantic benchmark with ResNet50
backbone.

1. Introduction

Prompt-guided video object segmentation (VOS) [18, 31,
40, 41] focuses on the segmentation of objects in videos
according to prompts and predict the object classes if re-
quired. The use of various modalities of prompts, such as
text and audio, has promising implications for multi-modal
understanding and user-interactive video applications.

Numerous recent referring VOS methods [7, 66–68]
have demonstrated their effectiveness in using linguistic
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Figure 1. (a) AVS aims to segment masks associated with sound-
ing objects at each timestamp and predict their classes if required.
It presents substantial challenges with multi-source audio (Frame
C) or background disturbances (Frame D), due to feature entangle-
ment and noise. (Provided class labels are for visualization only
and not included in the input.) (b) Our method tackles challenges
by decomposing audio features into several semantic tokens. We
employ product quantization (with a shared codebook for each de-
composed feature) as an information bottleneck to achieve a com-
pact and informative representation.

prompts that describe objects discriminatively at a video
clip level. However, employing audio prompts for active-
sounding objects in audiovisual segmentation (AVS) [81,
82] introduces unique challenges. First, multiple audio
sources could entangle at any timestamp, meaning that au-
dio in a single frame could correspond to multiple segmen-
tation masks of different classes, as shown in Frame C of
Fig. 1 (a). This creates ambiguity in aligning mixed-source
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Figure 2. An example of decomposing a two-source semantic
space. A multi-source audio semantic space can be assumed as a
Cartesian product of two identical single-source semantic spaces,
which can be decomposed via product quantization. The red points
represent the quantized semantics.

audio with visual content, adding complexity to the AVS
problem. Second, audio is often accompanied by back-
ground disturbances, such as noise or sounds from ob-
jects outside the frame, as shown in Frame D of Fig. 1
(a). These disturbances can intensify the difficulties in
AVS since acoustic cues are inherently susceptible to such
interference. As such, directly interacting visual content
with audio in complex environments (noisy and entan-
gled) [21, 34, 81] by imitating clean and discriminative text
prompts like [7, 67] is not effective. Moreover, adopting
pre-trained models for audio separation and noise suppres-
sion in advance requires additional data, lacks the flexibil-
ity for fine-tuning on AVS-specific datasets, and fails to
consider the impact of related visual content. Addressing
these issues by seeking a compact and source-disentangled
representation for audio could greatly improve audiovisual
interaction and further simplify the AVS problem. Also,
we believe that exploring solutions to the challenges posed
by multi-source and noisy prompts could contribute to the
broader field of multi-modal understanding.

In this paper, we propose a novel AVS method that lever-
ages the information bottleneck (IB) principle [1, 3, 63] to
learn a compact and semantically decomposed audio rep-
resentation, and then query them to visual features to pro-
duce masks, as illustrated in Fig. 1 (b). The IB principle
is beneficial as it seeks a compact and task-relevant repre-
sentation that discards unnecessary details, aids in disen-
tangling underlying factors, and simplifies matching and
comparison by converting complex features into discrete
symbols. Specifically, we employ a Product Quantization
(PQ) based method to decompose multi-source semantics
thanks to its ability to represent a complex space through
the product of several subspaces [30]. We define the au-
dio semantic space associated with the label set of audio
at all timestamps, and the visual semantic space associ-
ated with the label set of all pixels. An example of de-
composing semantic space is illustrated in Fig. 2. During

single-source moments (Frame A/B of Fig. 1 (a)), the vi-
sual semantic space corresponds to the semantic labels Y =
{Guitar (G), Singing (S)}, and the audio semantic space are
of the same label set Y . During the two-source moment
(Frame C of Fig. 1 (a)), the visual semantic space remains
consistent to Y , but the possible two-source audio seman-
tic space expands to the label set Y × Y ={GG, GS, SG,
SS}. We simplify the AVS problem by assuming indepen-
dent sound events, which allows us to represent the multi-
source semantic space as a Cartesian product of identical
single-source semantic spaces. By applying product quan-
tization as an information bottleneck and constraining rep-
resentation dimension to be much smaller than the size of
semantic space, achieved by utilizing a shared codebook,
we can decompose the multi-source audio semantics into
single-source semantics with noise suppression.

Furthermore, it is necessary to analyze audio semantics
for every frame, given that sounding sources can change
frequently (as the example in Fig. 1 (a)). This presents
a robustness challenge, as extracted semantics from short-
term audio can be unstable compared to the extraction from
long-term (clip-level) audio. To improve the frame-level
audio representation, we propose a global-to-local mech-
anism, which distills knowledge from robust global (clip-
level) audio representations into local (frame-level) ones.
Specifically, the codebook is learned with clip-level visual-
enriched audio features and performs local quantization on
each frame without updating it. Thereby, the local semantic
tokens are calibrated to the more robust and representative
clip-level feature.

In summary, our contribution is three-fold:
• An effective approach of audio semantic decomposition

via product quantization, addressing the challenge of
correlating audiovisual features introduced by multiple
sounding sources and background disturbances.

• A global-to-local distilling mechanism for frame-level
audio semantic enhancement, addressing the ineffective-
ness of frame-level audio feature extraction.

• Extensive experiments are conducted to verify the effec-
tiveness and robustness of the proposed method, which
significantly outperforms previous state-of-the-art meth-
ods on three AVS benchmarks (+21.2% mIoU for AVS-
Semantic with ResNet-50 backbone).

2. Related Work
Audiovisual segmentation and localization. Audiovisual
segmentation (AVS), which was recently introduced [81],
aims to segment the objects that produce sound at the time
of the image frame. Zhou et al. [81] proposed a method
with cross-modal attention to locate the sound source, mak-
ing it the pioneering work in AVS. Recently, an extended
task of AVS, audiovisual semantic segmentation (AVSS), is
proposed by Zhou et al. [82] which aims to not only seg-
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ment the mask of sound sources but also predict the cate-
gory of each sound source. Due to the semantic entangle-
ment in audio, tackling multi-source AVSS is more chal-
lenging than AVS task. Zhou et al. [82] follows the TPAVI
module in [81] to conduct audiovisual interaction. More re-
cently, CATR [34] introduces an encoding-decoding frame-
work CATR that presents a novel spatial-temporal audio-
video fusion block to fully consider the audio-visual com-
binatorial dependence in a decoupled and memory-efficient
manner. Chen et al. [71] creates a novel benchmark called
VPO which augments images from COCO [43] with VG-
GSound [8] to facilitate the AVS research. Sound source
localization (SSL) [2, 9, 26, 50, 51, 55, 57] is a related
problem to AVS that aims to locate the regions of sounds
in the visual frame. Common SSL methods [4, 5, 17, 57]
leverage cross-modal correspondence between audio and
visual features to locate sounds, which are then displayed as
heatmaps. For instance, Mo et al. [50] leverage multi-level
audiovisual contrastive learning [73–78] to effectively lo-
cate the objects. Different from previous methods primarily
designed for single-source scenarios, our objective is to ad-
dress the semantic entanglement present in multi-source au-
dios and explore methods for effective interaction between
multi-source audios and videos.

Video Segmentation. Audiovisual segmentation is in-
tricately connected to video object segmentation (VOS)
[15, 16, 27, 29, 36–38, 59, 60, 69, 70, 79, 80] and video
semantic segmentation (VSS) [28, 42, 53, 61, 83]. No-
tably, a most closely related task in the video segmenta-
tion domain is referring video object segmentation (R-VOS)
[6, 12, 23, 33, 39, 49, 58, 62, 65–67], which seeks to seg-
ment objects in visual frames based on linguistic expres-
sions. In R-VOS, each expression typically refers to a sin-
gle object, akin to the single-source AVS setting. Recently,
Ding et al. [19] introduced the MeViS dataset, expanding
the R-VOS task to a more generalized setting that allows
referring to multiple objects through a single language ex-
pression.

3. Method

In this section, we first present the formulation of the
quantization-based method for multi-source audio semantic
decomposition. Then, we outline the pipeline that utilizes
the quantized and decomposed audio representation to im-
prove the audiovisual segmentation tasks.

3.1. Quantization-based Semantic Decomposition

Without loss of generality, let us consider the N -source au-
dio case at a specific timestamp, where each source corre-
sponds to a label in the single-source label set Ys. Due to
the entanglement, the multi-source audio feature x ∈ Xm

will correspond to a much larger label set Ym, where Xm

denotes the multi-source audio feature space.
Intuitively, x containing information from N -source au-

dio is highly entangled and not effective for interacting with
visual content. Our objective is to seek a decomposition
transformation π(x) = (x1, · · · , xN ). We expect that the
decomposed N representations (x1, · · · , xN ) can be disen-
tangled, such that each xi can retain the most relevant in-
formation to the single-source label in Ys while suppressing
extraneous and entangled noise. Inspired by the information
bottleneck principle, which facilitates data compression to
encapsulate the most task-relevant information and break
down the data into independent factors, we propose to ap-
ply a quantization-based semantic decomposition method.

Assuming the independence of sound events, Ym be-
comes a Cartesian product of several equivalent single-
source label sets Ys. We have:

Ym = Ys × · · · × Ys︸ ︷︷ ︸
N

. (1)

Knowing the desired xi should effectively represent the se-
mantics within Ys, we construct an information bottleneck
by constraining each xi for i = 1, · · · , N , to exist within
the same space, a space with cardinality K roughly equiva-
lent to the size of Ys. Specifically, we perform the product
quantization [30] on x ∈ Xm with N shared vector quan-
tizer VQ(·) as:

PQ(x) = VQ(x1)⊕ · · · ⊕ VQ(xN ), VQ ∼ C, (2)

where ⊕ denotes channel-wise concatenation for re-
combining the quantized features, ∼ denotes that the vec-
tor quantizer VQ(·) is associated with the codebook C =
{ek}Kk=1, that is, VQ(·) maps a feature xi to a codeword
ei = argminek∈C ∥xi − ek∥p that minimizes the distance
between xi and ek ∈ C in the p-norm sense. In this way,
with task supervision to enforce PQ(x) to represent the
same information as x, we can effectively obtain decom-
posed xi using the constructed information bottleneck.

3.2. Network Overview

The proposed framework consists of three main compo-
nents as illustrated in Fig. 3: feature encoding, global de-
composition, and local calibration.

First, we extract visual features Fv = {fv,t}Tt=1 with a
visual encoder (a backbone with a transformer encoder on
top of the backbone), and acoustic features Fa = {fa,t}Tt=1

with VGGish [25] (the same setting as previous AVS meth-
ods [34, 81]). Then, to decompose semantics in multi-
source audio features, we use a global semantic decompo-
sition module to map the audio query into a set of semantic
tokens {gi}Ni=1. We learn a semantic codebook to quantize
them. The quantized tokens are further employed to mod-
ulate the visual features to inject information about corre-
sponding sound sources. Afterward, to obtain frame-level
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Figure 3. Method overview. Our pipeline accepts an input video along with its associated and non-separated audio, proceeds to segment
masks for each frame based on the active audio, and predicts semantic labels of masks if required. The global decomposition module
decomposes multi-source audio features F ′

a and quantizes all decomposed single-source audio features {gi} with a shared codebook. Visual
features Fv are further fused with decomposed audio features to be F ′

v . The local calibration module distills knowledge from stable global
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frame are generated by the semantic-guided mask decoder with local audio features {VQ(lt,i)} and the fused visual feature F ′
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a or
fa,t, with a transformer decoder TrDglobal/TrDlocal using learn-
able semantic prototypes {pi}. (b) The semantic-guided mask de-
coder contains a transformer decoder TrDsegm to align audiovi-
sual features and computes dynamic filters θi,t. The final mask
Mi,t is generated by a dynamic convolution between the visual
feature fout

v,t and θi,t.

audio features to query object masks, we utilize a local se-
mantic decomposition module for each timestamp, which
uses the global codebook to decouple local audio seman-
tics. Each quantized local semantic token VQ(li,t) serves
as a query to segment a frame-level mask with the semantic-
guided mask decoder.

3.3. Global Decomposition

To tackle the mixture of multi-source audio queries and ef-
fectively conduct audiovisual fusion, we propose the global
decomposition module to decompose audio semantics at the
video clip level, illustrated in the pink box of Fig. 3. It con-
sists of two stages: global semantic decomposition (shown
in the lower part) and audiovisual semantic recombination
(shown in the upper part).

Global semantic decomposition. Global semantic decom-
position aims to decompose multi-source audio semantics
into single-source semantics. The audio feature Fa is first
fused with video feature Fv to be F ′

a, taking the form:

F ′
a = LN(FFN(ha) + ha),

ha =LN(MCA(Fa, Fv) + Fa),
(3)

where MCA denotes Multi-head Cross-Attention, LN
denotes Layer Normalization, and FFN denotes Feed-
Fordward Network. After that, we transform the audio fea-
ture F ′

a to N decomposed semantic tokens {gi}Ni=1 with a
global audio semantic decoder (global ASD),

gi = TrDglobal(pi|F ′
a), (4)

by querying a set of learnable semantic prototypes {pi}Ni=1

to the feature F ′
a, with a transformer decoder TrDglobal as

shown in Fig. 4 (a). Each semantic token is then quantized
to be ei = VQ(gi) with the shared codebook C = {ek}Kk=1,
imposing that all semantic tokens to share an identical fea-
ture subspace with low cardinality. Note that we set the
codebook size K ≈ |Y| to force the network to learn
decomposed semantics, where |Y| denotes the number of
sound event categories.
Audiovisual semantic recombination. Audiovisual se-
mantic recombination aims to leverage the decomposed au-
dio feature to interact with visual features. After obtaining
quantized global semantic tokens {ei}Ni=1, which encode N
groups of decomposed semantics, we aim to interact them
with visual features while preserving the original function
of the multi-source audio input. A set of dynamic filters
{wi ∈ RDv}Ni=1 are first learned from global semantic to-
kens {gi}Ni=1 by two linear layers. Dv is the channel dimen-
sion of Fv . After that, we utilize channel-wise attention to
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modulate video features by each filter to interact the visual
feature with the content referred by different semantic to-
kens, which is given by:

F ′
v = BN(φ(wiFv ⊕ · · · ⊕ wNFv) + Fv), (5)

where φ denotes a convolution layer to reduce channel from
N × Dv to Dv , BN denotes Batch Normalization, and ⊕
denotes concatenation among channels. By incorporating
channel-wise attention, the visual features can be more ef-
fectively concentrated on the relevant audio content. Fur-
thermore, through channel-wise concatenation, the decom-
posed audio semantics can be reintegrated, producing hy-
brid semantics that refer to the holistic contents of the orig-
inal audio input.

3.4. Local Calibration

Since the audio query is time-variant, global semantic to-
kens cannot be accurately aligned with visual features at
the frame level. To segment audio-queried contents in each
frame, we propose the local calibration module (illustrated
in the blue box of Fig. 3), consisting of a local semantic de-
composition stage (lower part) and a semantic-guided mask
decoding stage (upper part).
Local semantic decomposition. This stage aims to decom-
pose the semantics encoded in each audio frame. Similar
to the global ASD, the local audio semantic decoder (Local
ASD) decodes frame-level semantics with a transformer de-
coder TrDlocal and a set of semantic prototypes {pi}Ni=1, as
shown in Fig. 4 (a). The local semantic tokens li,t are given
by

li,t = TrDlocal(pi|fa,t). (6)

where fa,t is t-th frame of the audio feature Fa. The local
semantic tokens do not build their own codebook but utilize
the global codebook C, that is, they do not update C but
are committed to being close to the vectors in C. In this
way, the local semantic tokens can be calibrated according
to global ones, which are more reliable. Further explanation
regarding supervision will be provided in Sec. 3.5.
Semantic-guided mask decoding. We utilize the semantic-
guided mask decoder to decode visual features into masks
that correspond to decomposed local audio semantics, with
the detailed structure illustrated in Fig. 4 (b). Pyramid video
features F out

v = {fout
v,t }Tt=1 are obtained with the feature

pyramid network [44]. We leverage a shared multimodal
transformer decoder TrDsegm to generate dynamic filters
θi,t = ϕsegm(TrDsegm(VQ(li,t)|fv,t)) for each timestep,
where ϕsegm is a two-layer fully-connected network. The
final mask segmentation can be obtained by:

Mi,t = fout
t ∗ θi,t, (7)

where ∗ denotes the dynamic convolution [13]. Each filter
represents semantics of a decomposed single-source audio,

contributing to the segmentation of the single sounding ob-
ject. Additional class probability prediction Pi,t and bound-
ing box prediction Bi,t for each mask Mi,t are performed
by two two-layer fully connected networks from the output
of TrDsegm(VQ(li,t)|ft).

3.5. Loss Function

The overall loss function is given by

L = λquantLquant + Lsegm, (8)

where Lquant and Lsegm are the loss for semantic quanti-
zation and segmentation, respectively. λquant is a constant.
Loss for semantic quantization. The quantizer is shared
with both global and local semantic decomposition, while
the local semantic tokens do not update the codebook. The
loss is given by

Lquant =

N∑
i=1

{
∥VQ(gi)− sg[gi]∥22 + λcom∥sg[VQ(gi)]− gi∥22

+λcom

T∑
t=1

∥sg[VQ(li,t)]− li,t∥22
}
,

(9)
where sg [·] stands for stop-gradient operation. VQ(·) de-
notes the vector quantization function, where VQ(x) =
ei = argminek ∥x − ek∥2 ∈ C and C = {ek}Kk=1 is the
shared codebook. λcom is a constant. The first term aims
to update the codebook. The second and third terms aim to
minimize the quantization error by forcing the input vector
to be quantized to its closest vector in the codebook.
Loss for segmentation. Let the predictions of the net-
work be y = {yi}Ni=1 where yi = {Bi,t, Pi,t,Mi,t}Tt=1.
Bi,t, Pi,t and Mi,t denote bounding box, class probability
and mask predictions, respectively. We denote the ground-
truth as ŷ = {ŷj}Nj=1 (padded with ∅ [14]) where ŷj =

{B̂j,t, Ĉj,t, M̂j,t}Tt=1. Cj,t is the ground-truth class for the
j-th sounding object in the video at t frame. We search for
an assignment σ ∈ PN with the highest similarity where
PN is a set of permutations of N elements. The similarity
can be computed as

Lmatch(yi, ŷj) = λboxLbox + λclsLcls + λmaskLmask,

(10)
where λbox, λcls, and λmask are weights to balance losses.
We leverage a combination of Dice [35] and BCE loss as
Lmask, focal loss [45] as Lcls, and GIoU [56] and L1 loss
as Lbox. The best assignment σ̂ is solved by the Hungarian
algorithm [32]. Given the best assignment σ̂, the segmenta-
tion loss between ground-truth and predictions is defined as
Lsegm = Lmatch(yi, ŷσ̂(j)).

4. Experiments
Dataset. We conduct experiments on AVS-Object [81] for
AVS task and AVS-Semantic [82] for AVSS task.
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Method Backbone AVS-Object-Single AVS-Object-Multi AVS-Sementic
J&F ↑ J ↑ F ↑ J&F ↑ J ↑ F ↑ mIoU↑

ResNet Backbone
LVS [9] ResNet-18 44.9 37.9 51.9 31.3 29.5 33.0 -
MSSL [55] ResNet-18 55.6 44.9 66.3 31.2 26.1 36.3 -
3DC [47] 3DC 66.5 57.1 75.9 43.6 36.9 50.3 17.3
AOT [70] ResNet-50 - - - - - - 25.4
AVS [82] ResNet-50 78.8 72.8 84.8 52.9 47.9 57.8 20.2
Bi-Gen [24] ResNet-50 79.8 74.1 85.4 53.4 50.0 56.8 -
AVSegFormer [21] ResNet-50 81.2 76.5 85.9 56.2 49.5 62.8 24.9
CATR [34] ResNet-50 81.0 74.9 87.1 59.4 53.1 65.6 -
QDFormer ResNet-50 81.8 77.6 86.0 61.6 59.6 63.5 46.6

Transformer Backbone
iGAN [48] Swin-Tiny 69.7 61.6 77.8 48.7 42.9 54.4 -
SST [20] SSL 73.2 66.3 80.1 49.9 42.6 57.2 -
LGVT [72] Swin-Tiny 81.1 74.9 87.3 50.0 40.7 59.3 -
AVS [82] PVT-v2-Base 83.3 78.7 87.9 59.3 54.0 64.5 29.8
QDFormer Swin-Tiny 83.9 79.5 88.2 64.0 61.9 66.1 53.4

Table 1. Quantitative comparison to AVS and AVSS methods. ↑ indicates the larger the better. After consulting authors of AVS [82],
we reached an agreement to adopt mIoU as a more standardized metric for evaluating AVSS since several previous methods incorrectly
compared boundary metric F with mask metric F-score defined in [82].

• AVS-Object: AVS-Object dataset contains 5,356 short
videos with corresponding audios in which 4,932 audios
contain single-source and 424 audios contain multiple
sources. Class-agnostic masks are given as annotations
for AVS task. Typically, it is evaluated separately for
single- and multi-source audios as AVS-Object-Single
and AVS-Object-Multi.

• AVS-Semantic: AVS-Semantic is an extended dataset
from AVS-Object which contains 12,356 videos with 70
classes. Semantic segmentation is annotated for AVSS
task. Both single- and multi-source audio cases exist in
the AVS-Semantic.

Metrics. For AVS task, the convention is to compute re-
gion similarity J and contour accuracy F as defined in [54].
Note that we follow the video segmentation convention to
use the region similarity J , which is equivalent to mIoU
in the binary AVS setting. For AVSS, we follow the se-
mantic segmentation convention to evaluate the model us-
ing mIoU which is defined as the intersection over union
averaged among all classes.

Implementation Detail. We implement our method in Py-
Torch [52]. We train our model for 13 epochs and 16 epochs
with a learning rate multiplier of 0.1 at the 11th and 14th

epochs for AVS-Object and AVS-Semantic, respectively.
We set the initial learning rate to be 1e-4, and a multiplier of
0.5 was applied to the backbone. We adopt batchsize = 4
and an AdamW [46] optimizer with weight decay 5×10−4.
The codebook size K is set to 128. The token number N
for decomposing audio is set to 5. If no other specification,
all images are resized to have the longest side 224 during
evaluation. More details are available in the Appendix.

4.1. Main Results

Quantitative comparison on AVS-Object. We compare
our method with existing AVS methods with CNN and
transformer backbones. Without loss of generality, we
adopt RestNet-50 and the small Swin-Tiny backbone, and
provide results of larger backbones in the Appendix. Note
that PVT-v2-Base is much larger than Swin-Tiny. Our
method outperforms the previous state-of-the-art (SOTA)
method AVSegFormer [21] and CATR [34] by 5.4 and
2.2 of J&F score on AVS-Object-Multi datasets respec-
tively (with ResNet-50 backbone). The promising F score
achieved by CATR can be attributed to its additional incor-
poration of atrous spatial pyramid pooling [11], a feature
that can be seamlessly integrated into our method as well.
We notice that the improvement on the multi-source set-
ting is much larger than the single-source setting. This is
because single-source audios contain simple and disentan-
gled semantics and can be easily aligned with visual fea-
tures while, for multi-source audios, the complex semantic
space makes the alignment to visual contents much more
difficult.
Quantitative comparison on AVS-Semantic. Compared
to the AVS-Object task, our method demonstrates greater
improvement in the AVS-Semantic task. As shown in
the Tab. 1, our method eclipses the previous SOTA AVSS
method AOT [70] by a remarkable 21.2 mIoU with ResNet-
50 backbone. The improvement in the AVSS task can be
attributed to several factors. First, the task itself involves
the semantic prediction of sound sources. However, due to
mixed audio signals, aligning visual content accurately be-
comes challenging, leading to difficulties in classification.
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Figure 5. Qualitative comparison to Zhou et al. [82] on AVS-Semantic. Each color represents a semantic category. Note that we show the
class labels in the first row as references but not given in the input, and audio signals and frames are the input.

ID Method AVS-Object-Multi AVS-Sementic
J&F ↑ J ↑ F ↑ mIoU↑

1 Baseline (w/o decomposition) 52.9−8.7 50.1 55.7 33.5−13.1

2 + TD [10] 56.2−5.4 54.5 57.9 38.9−7.7

3 + Non-Q-based-SD 57.6−4.0 56.1 59.1 39.4 −6.8

4 + Q-based-SD 59.7−1.9 57.6 61.8 42.5−4.5

5 + Q-based-SD + AVSR 60.1−1.5 58.2 61.9 44.5−2.1

6 + Q-based-SD + AVSR + LC (ours) 61.6 59.6 63.5 46.6

Table 2. Component effectiveness study. TD: decompose audio at the time domain in advance with an off-the-shelf model [10]; Non-Q-
SD: semantic decomposition without quantization; Q-based-SD: quantization-based semantic decomposition; AVSR: audiovisual semantic
recombination; LC: local calibration.

Secondly, the number of sound sources and categories of
AVS-Semantic are larger than AVS-Object, which will re-
sult in a larger semantic space. When the mixed seman-
tics are not decomposed, the network struggles to handle
the numerous mixed semantics effectively. Thirdly, in the
AVS-Semantic dataset, sound event changes occur more
frequently. As a result, a more robust frame-level audio-
visual correspondence is required. Our proposed global-to-
local distilling mechanism addresses this challenge by en-
hancing the capture of local semantic information, enabling
accurate object segmentation.
Qualitative comparison. As shown in Fig. 5, we quali-
tatively compare our method to the method proposed by
Zhou et al. [81] on AVS-Semantic. Our method achieves
better results on both segmenting quality and class predic-
tion accuracy. Since the method [81] directly fuses mixed
audio features with video features, we notice that it suffers
from object incorrectness when multiple sound sources are
present. Meanwhile, due to the lack of frame-level audio-
visual calibration, [81] cannot effectively handle the audio
semantic changes. More qualitative results are available in
the Appendix and supplemental video.

4.2. Ablation Study

We carry out ablation studies on multi-source audio sce-
narios using the AVS-Object-Multi and AVS-Semantic

datasets. These studies aim to assess the effectiveness of
various components and design choices in our proposed
method for quantization-based semantic decomposition, as
presented in Tab. 2. We use the ResNet-50 backbone for all
ablation studies.
Effectiveness of audio decomposition. We establish a
baseline model that includes only the two unimodal en-
coders, cross-attention for fusion, and the mask decoder.
This model does not incorporate any decomposition but per-
forms audiovisual interaction directly with cross-attention
layers. The model’s performance significantly deteriorates
in multi-source audio scenarios, yielding scores of 52.9
J&F for the AVS-Object-Multi dataset and 33.5 mIoU for
the AVS-Semantic dataset (Row 1). This is an 8.7 J&F
and 13.1 mIoU decrease compared to our semantic decom-
position method (Row 6).
Effectiveness of decomposition on the semantic domain.
As a straightforward method for audio decomposition is to
separate audio signals in advance with pre-trained models,
we provide an alternative method that first applies a widely
used sound source separation model [10] and then performs
audiovisual segmentation for each decomposed audio us-
ing our baseline model. This method has gained 3.3 J&F
and 5.5 mIoU from the baseline, which also demonstrates
that audio decomposition is helpful. However, it lags be-
hind our method that decomposes audio in the semantic do-
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Figure 6. Visualization comparison between entangled and our
disentangled audio semantic space. “M” and “S” notations denote
multi-source and single-source inputs.

main, with a decrease of 5.4 J&F and 7.7 mIoU. We at-
tribute this improvement to two factors: 1) the imperfection
of sound source separation model, and 2) the conflicts that
arise when combining the masks for each source in the time
domain without considering visual content during separa-
tion. In contrast, our semantic-domain approach does not
suffer from these issues and can effectively leverage the in-
formation contained in both audio and visual modalities.
Effectiveness of quantization for semantic decomposi-
tion. To validate the role of quantization, we set up a
model that excludes the codebook learning and preserves
all other modules for comparison. Without quantization,
the results exhibit 4.0 J&F and 6.8 mIoU decrease (Row
3). The information bottleneck principle enhances our se-
mantic decomposition by reducing irrelevant noise, clus-
tering semantic-relevant features for disentanglement, and
improving the matching and comparison of features in the
segmentation task. In addition, for further fusing with vi-
sual features, we perform audiovisual semantic recombina-
tion (AVSR) to render the decomposed audio tokens aware
of visual features. The results of Row 5 show an increase of
0.4 in J&F and 2.4 in mIoU (as is shown in Row 4).
Effectiveness of local calibration. We perform the local
calibration by enforcing local quantization to align with
global ones using a shared codebook and not updating it
after local LSD. With the local calibration scheme, the au-
dio representation is learned more robustly with long-term
information, gaining 1.5 in J&F and 2.1 in mIoU (as is
shown in Row 5).

Ablation on codebook size, semantic token number,
frame number, and input resolution are in the Appendix.

4.3. Analysis

We delve deeper into our research by visualizing the feature
space to understand our semantic decomposition better and
exploring its robustness against background disturbances.
Visualization of decomposed semantic space. As shown
in Fig. 6, we visualize the semantic space with and without
semantic decomposition on the AVS-Semantic dataset using
t-SNE [64]. Three types of single-source audios (“man”,
“guitar”, “piano”) and two types of multi-source audios
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Figure 7. Analysis with different degrees of background noises
(invisible sound sources) on AVSS task. The noise degree is mea-
sured by the signal-to-noise ratio (SNR) of the original sound.

(“man+guitar”, “man+piano”) are enrolled. Without de-
composition, the multi-source features are highly entangled,
presenting less evidence related to single-source semantics.
However, after performing semantic decomposition, the
“man+guitar” feature presents clear evidence related to its
corresponding single-source (“man” and “guitar”) seman-
tics. This is reflected in the proximity of the “man+guitar”
feature to the centroids of its corresponding single-source
features. The same applies to the “man+piano” feature.

Analysis of robustness against background noises. We
address the susceptibility of audio signals to background
disturbances by employing quantized audio representation.
In Fig. 7, we evaluate performance under varying degrees
of background noises (drawn from AudioSet [22]). As the
audio signal-to-noise ratio (SNR) decreases, the model uti-
lizing quantized and decomposed audio representation con-
sistently outperforms the one using conventional continu-
ous representation. This superior performance can be at-
tributed to two factors: (1) effective quantization discards
unnecessary noisy details, enhancing audio representation
robustness, and (2) PQ-based decomposition disentangles
target audio semantics from noisy elements, reducing the
impact of background noises in audiovisual interaction. In
summary, our approach demonstrates improved resilience
to background noise.

5. Conclusion

This paper explores the quantized and decomposed audio
representation to address the audiovisual segmentation. Our
approach effectively disentangles multi-source audio se-
mantics with a PQ-based decomposition, providing a more
robust audio representation for audiovisual interaction in
complex environments. The global-to-local mechanism fur-
ther enhances frame-level audio semantics, mitigating the
instability associated with short-term extractions. Through
extensive experiments, our approach has demonstrated su-
perior performance compared to previous methods, particu-
larly excelling in multi-object scenarios.
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