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Abstract

Directly generating scenes from satellite imagery offers
exciting possibilities for integration into applications like
games and map services. However, challenges arise from
significant view changes and scene scale. Previous efforts
mainly focused on image or video generation, lacking ex-
ploration into the adaptability of scene generation for ar-
bitrary views. Existing 3D generation works either oper-
ate at the object level or are difficult to utilize the geometry
obtained from satellite imagery. To overcome these limita-
tions, we propose a novel architecture for direct 3D scene
generation by introducing diffusion models into 3D sparse
representations and combining them with neural rendering
techniques. Specifically, our approach generates texture
colors at the point level for a given geometry using a 3D
diffusion model first, which is then transformed into a scene
representation in a feed-forward manner. The representa-
tion can be utilized to render arbitrary views which would
excel in both single-frame quality and inter-frame consis-
tency. Experiments in two city-scale datasets show that
our model demonstrates proficiency in generating photo-
realistic street-view image sequences and cross-view urban
scenes from satellite imagery.

1. Introduction
The direct generation of scenes from satellite imagery
sparks exciting possibilities for seamlessly integrating di-
verse real-life environments into games, films, and map ser-
vices. However, this task remains challenging due to the
significant view differences between satellite images and
street-view images on the ground, coupled with the expan-
sive scale of the scenes under consideration. Prior efforts
primarily focused on image or video generation [19, 23, 31,
34], with relatively limited exploration into scene genera-
tion. The salient advantage of scenes resides in their adapt-
ability for rendering images from arbitrary views, which is a
feature particularly beneficial for the aforementioned prac-
tical applications. Conventional cross-view synthesis works
[23, 31, 34] tend to generate street-view images from the ge-

Satellite w/ trajectory Generated ground-view Generated bird-view

Figure 1. Urban scenes generated by Sat2Scene. From a single
satellite image covering urban streets, Sat2Scene is able to gen-
erate videos with photorealistic and consistent textures across dif-
ferent views. Please use Adobe Reader / KDE Okular to see
animations. Use the scroll to drag frames while the mouse is over
the video. Leave the current page and back to replay.

ometry estimated based on the satellite height map. Their
limitations arise from the individual generation through 2D
GANs, leading to the resulting images holding a notice-
able lack of inter-frame consistency. Sat2Vid [19] further
advances the generation of street-view images with multi-
view consistency by explicitly building the 2D-3D corre-
spondence map between pixels in frames and point clouds.
Nevertheless, the 3D point cloud is constructed by back-
projecting pixels in all 2D frames, restricting its ability to
synthesize video along predefined trajectories rather than
arbitrary views. Furthermore, memory usage significantly
increases with growing trajectory length, imposing con-
straints on the permissible video length.

In recent years, notable advancements [22, 28, 39] in
scene representations have been observed, particularly in
the realm of novel view synthesis since the introduction of
NeRF [26]. Inspired by this, InfiniCity [21] relies on the
pseudo ground truth generated by the 2D network for per-
scene training through the optimization of the radiance field.
However, it exhibits limitations in flexibility and is contin-
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gent on the performance of the pre-trained 2D network.
On the other hand, diffusion models have brought gen-

erative models to a new era due to their better performance
and generative ability than GANs [10]. In the realm of 3D
generation, the majority of these models were introduced
for generating 3D objects [27, 41] based on dense voxels.
However, large-scale scenes occupy an excessive number of
voxels, demanding lots of memory and restricting the scal-
ability of these models for outdoor scene generation.

To address the aforementioned issues, we propose a
novel architecture that harnesses the potential generative
ability of the diffusion model coupled with the photoreal-
istic rendering effect provided by neural rendering. This ar-
chitecture directly generates the scene representation tightly
associated with the geometry at the point level and pro-
duces consistent images from any view by assembling the
features in 3D space through a physical-based renderer.
Specifically, we accomplish this by implementing a dif-
fusion model based on 3D sparse representations to de-
rive point-wise color through direct denoising on the noised
point clouds. We subsequently extract point-anchored fea-
tures from the initially colorized point cloud and feed them
to the neural rendering network with point-wise feature ag-
gregation. This allows us to overcome the resolution limita-
tions of voxel-based representations while ensuring efficient
memory usage for handling large-scale outdoor scenes, and
to generate images from arbitrary views in the scene while
simultaneously maintaining consistency. The proposed ar-
chitecture surpasses state-of-the-art generation models on
the HoliCity [45] dataset in terms of the overall quality of
the rendered video and inter-frame consistency. Addition-
ally, the trained model demonstrates superior generalization
to another city-scale dataset OmniCity [18] further contain-
ing satellite images. Fig. 1 presents rendered videos of our
method inferred on two scenes from the satellite images,
which demonstrates both photorealism and robust consis-
tency across views.
The contributions of this paper are three-fold:
• We present a novel diffusion-based framework Sat2Scene

for direct 3D scene generation, which is able to generate
3D urban scenes just from satellite images.

• To ensure consistent image generation from any view, a
novel diffusion model with sparse representations is pro-
posed to generate scene features tightly associated with
the geometry directly in 3D space. To the best of our
knowledge, we are the first to combine diffusion models
with 3D sparse representations.

• Our model demonstrates the capability to produce photo-
realistic street-view image sequences with robust tempo-
ral consistency. Superior performance compared to state-
of-the-art baselines validates this ability. The model ex-
hibits proficiency when employed for cross-view urban
scene generation from satellite images.

2. Related work
Our work is at the cross-section of 3D generative models
and neural rendering. In the following, we discuss related
works according to their underlying categories.
Diffusion models have gradually become the dominant
generative models in recent years since DDPM [16]. These
score-based generative models typically hold more sta-
ble training, do not require discriminators, and have been
proven to achieve better quality than GANs [10]. Advanced
techniques such as DDIM [35] and its follow-up [29] ac-
celerate the sampling process while maintaining generation
quality or better time scheduling during training. Latent dif-
fusion models (LDMs) [32] further increase the denoising
stability by operating in a compressed latent space to reduce
the computational cost and memory footprint, making the
synthesis of high-resolution images feasible on consumer
devices. While image quality is constantly improving, how
to utilize diffusion models to ensure multi-view consistency
for multiple images generated from the same scene is cur-
rently yet less studied, which is crucial for scene or video
generation. The concurrent work of this paper, MVDif-
fusion [36], enables holistic multi-view image generation
building by leveraging LDMs and ControlNet [43], how-
ever, its cross-frame consistency remains suboptimal.
3D diffusion models, once predominantly concentrated on
geometry generation [11, 24], have evolved to encompass
texture generation. This expansion achieves better multi-
view consistency particularly when coupled with neural dif-
ferentiable rendering techniques. DiffRF [27] synthesizes a
radiance field based on diffusion probabilistic models per-
formed in 3D space. The direct denoising process on the 3D
feature space of the radiance field ensures the consistency of
the rendered results from different views. Point-UV Diffu-
sion [41] employs a two-level diffusion structure to produce
coarse-to-fine texture for mesh. The initial coarse texture
is produced on the 3D dense voxel grids of the mesh and
is subsequently refined by a secondary diffusion model in
2D space. However, due to the memory-intensive nature
of the dense volumetric representation, scalability to large
scenes is constrained. NF-LDM [17] solves the issue by
compressing the dense scene grid into three disentangled
compact representations using an auto-encoder, and train-
ing separate diffusion models for each representation. The
sampled compact representations are then fed into the de-
coder section of the auto-encoder to reconstruct the original
scene grid, which is subsequently employed for rendering
arbitrary views. However, it might not be useful for gener-
ating content on a specific geometry, which requires further
post-optimization procedures.
3D-aware generative models that do not rely on diffu-
sion models have been extensively researched with various
scene representations. PixelNeRF [40] extends NeRF [26]
in a feed-forward manner without test-time optimization.
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The sampling points in the rendering ray aggregate fea-
tures from given views, which are used for color and den-
sity estimation. However, due to the less accurate point
correspondence between views, the rendered results often
exhibit blurriness. Alternatively, some methods integrate
GAN settings with neural rendering techniques. They com-
monly employ intermediate explicit representations associ-
ated with simplified space structures or sparse grids to en-
hance memory efficiency and scalability for scenes of vary-
ing sizes. For example, GSN [9] generates a 2D floor plan
as the intermediate explicit representation for unconditional
indoor living scene generation. Similarly, EG3D [3] adopts
a tri-plane representation, contributing to both the efficiency
and effectiveness of the generation process. CompNVS [20]
tries to solve the 3D inpainting or completion task via con-
ditional generation based on NSVF [22] representation us-
ing a sparse grid. GANcraft [13] is designed for large-scale
scene generation given sparse geometry with semantic in-
formation. The approach leverages a pre-trained SPADE
model [30] to generate pseudo ground-truth images, which
are then used to perform a NeRF-like optimization with a
style controller. Notably, GANcraft’s performance is heav-
ily dependent on the image quality of the 2D generator and
necessitates per-scene training, which is non-feed-forward.

Satellite-to-ground synthesis is a very typical application
of cross-view generation, which focuses on synthesizing
images from a distinctly different perspective of a provided
top-view satellite image. S2G [23] is the first work in
this area, considering geometry consistency in satellite-to-
ground synthesis. The approach predicts a density voxel
grid from the satellite height map and transforms it to
ground depth and semantics panorama, followed by a 2D
generative model to obtain the street view. Its follow-
up Sat2Vid [19] further addresses the temporal inconsis-
tency challenge when generalizing S2G to video synthe-
sis, via maintaining a correspondence map between 3D
points and 2D frame pixels. The generator performs di-
rectly in 3D space, facilitating the natural maintenance of
multi-view consistency in the rendered frames, showing
better plausibility than 2D video-to-video translation ad-
vances Vid2Vid [38] and WC-Vid2Vid [25]. Nevertheless,
the point cloud is pre-defined following the rendering poses
hence the size of the point cloud would explode with the
length of the video sequence increasing. Recently, InfiniC-
ity [21] implements the satellite-to-ground generation on a
city-wide scale. However, since it adopts GANcraft [13]
as the generative model, the method still requires per-scene
training and test-time optimization. Sat2Density [31] places
emphasis on top-view density prediction without depth su-
pervision. It achieves this by leveraging the view relation-
ship between satellite and ground, and integrating neural
rendering techniques to enhance synthesis quality. But due
to this, the resulting videos lack good temporal consistency.

3. Method
Our method disentangles the entire scene into two com-
ponents: the foreground, comprising buildings and roads,
and the background sky. We represent the foreground as a
point cloud, denoted as (P,F), where P ∈ RN×3 is the
world coordinates of points in 3D space, F ∈ RN×D rep-
resents per-point-associated feature map with D channels,
and N is the number of points. The background is mod-
eled as a dome at an infinite distance and represented by a
2D panorama image B ∈ RHB×WB×3 with height HB and
width WB . Our pipeline is specifically designed to generate
these representations for synthesizing texture information
of a given input geometry P. As illustrated in the Fig. 2, the
proposed pipeline mainly comprises three steps. The gen-
eration phase initiates color scenes by colorizing the fore-
ground point clouds with a diffusion model in a 3D sparse
setting and synthesizing the background skies using a 2D
diffusion model (Sec. 3.1). Then the foreground features
are extracted from the initial color scene with a 3D encoder
in a feed-forward manner. Finally, the neural renderer pro-
duces the color frames for the given poses (Sec. 3.2).

3.1. Generation

The generation phase creates initial textures, producing a
per-point color map C ∈ [0, 1]N×3 on the normalized RGB
space for the fixed geometry P. We have generalized dif-
fusion model techniques [16, 29, 35] to the 3D space with
a sparse setting. Specifically, the 3D denoising network D
utilizes 3D sparse convolutional layers, which operate ex-
clusively on the occupied areas (building facades and road
surfaces). The loss function of D is defined as

LF = EC,ϵ,t

[
||(ϵ−D(P,Ct, t))⊗m||2F

]
, (1)

where t is uniformly sampled from {1, . . . , T} with T the
number of denoising steps, ϵ ∼ N (0, I), Ct denotes the
noisy version of the color map C at time step t, m ∈ [0, 1]N

is a mask indicating the point confidence with ⊗ the broad-
casted Hadamard multiplication. The background genera-
tion follows the SOTA diffusion model [32], denoting DB ,
resulting in a panoramic sky image B ∈ [0, 1]HB×WB×3.

3.2. Rendering

The feature extraction step serves as a bridge between the
generation and rendering stages by extracting 3D scene fea-
tures for neural rendering. Instead of fitting a radiance
field during test-time optimization, the scene representation
(P,F) is obtained in a feed-forward way. A 3D point cloud
encoder E is employed to extract the features F = E(P,C).
The features are individually anchored to the points P, rep-
resenting the local scene appearance and geometry infor-
mation. The rendering stage utilizes the physically-based
volume rendering techniques [26, 39] to synthesize frames
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Figure 2. Pipeline overview of our method. Three steps compose the full pipeline to generate the scene representation and render street
views based on satellite-inferred geometries. The generation step initiates colors for the foreground point cloud by using a 3D diffusion
model with sparse convolutions, as well as synthesizing the background panorama with a 2D diffusion model. The scene features tightly
anchored with the point cloud are extracted at the feature extraction step. The final rendering step produces images from arbitrary views
through neural rendering.

with multi-view consistency. Suppose we have sampled M
points along a single rendering ray with origin o and direc-
tion d. xi denotes the 3D location of the i-th point with
i ∈ {1, . . . ,M} from near to far. At each location xi,
we retrieve K nearest neighboring neural points around the
point within a certain radius R and obtain the set of indices
Ki = KNN(xi,P,K,R). The feature fi for the location
xi is aggregated by a linear combination of the features an-
chored to the points with indices in Ki, i.e., fi = F⊤wi

||wi||1 ,
where each element of the weight vector wi is defined as
wik = 1

||xi−Pk||2 ,∀k ∈ Ki and wik = 0,∀k /∈ Ki. A
network M is used to infer the color and the density of
each sampling point (ci, σi) = M(fi,d). The background
color c0 of the rendering ray is obtained by querying the
2D panoramic map B with bilinear interpolation using the
latitude and longitude coordinates computed from the ray
direction d, i.e., c0 = Interp(B,d). The final predicted
color ĉ and depth ẑ of the pixel are blended along the ray
using volume rendering as[

ĉ
ẑ

]
=

m∑
i=1

τi−1

(
1− exp(−σiδi)

) [ci
zi

]
+ τm

[
c0
0

]
, (2)

where τ0 = 1, τi =
∏i

j=1 exp(−σjδj) denotes the accumu-
lated transmittance along the ray, δi represents the distance
between adjacent sampled points, and zi is the Z coordinate
of the sampling point in the camera coordinate system. The
loss function Ld of the ray with direction d is defined as

Ld = ||ĉ− c||1 + β|ẑ − z|, (3)

where β is a coefficient controlling the importance of depth
signal during training, c and z are the ground-truth color
and depth value of the pixel, respectively.

3.3. Implementation details

Point resampling. We notice that the training of the 3D
sparse diffusion model is notably affected by the structure
of the point cloud, particularly the balance in point density.
The denoising process may fail when the point cloud lacks
a balanced density in space, as observed in cases where the
point cloud is derived from a pinhole view. This obser-
vation emphasizes the importance of maintaining a well-
distributed point cloud for effective training and denois-
ing performance. Therefore, the point cloud input to our
pipeline is evenly sampled from the given geometry, en-
suring a balanced density for improved training and gen-
eration results. The resampling scheme adopts the Pois-
son disk method [42] on the geometry surfaces, where each
point has approximately the same distance to the neighbor-
ing points. Fig. 3 (a) and (b) illustrate an example of the
point cloud before and after resampling. (a) is fused from
multiple pinhole views thus nearby points are dense and
distant points are sparse, and (b) is the resampling result
where the point cloud is uniformly distributed. The colors
of resampled points are interpolated and their confidence is
computed based on their distance to the originally existing
points. The confidence map m is used for computing the
denoising loss in Eq. (1). For experiments using different
point cloud structures, please refer to Sec. 4.4.

Training. The entire pipeline is implemented and trained
using PyTorch and Minkowski Engine [6]. The foreground
denoising network D is a time-conditional UNet [33], while
the feature extractor E is a vanilla UNet. Both networks
adopt the provided default network architectures with 3D
sparse voxel convolutions. In the 3D diffusion model,
we use T=1000, and for the rendering phase, the hyper-
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parameters are set as follows: D=32, K=12, R=3m, and
β=0.5. The framework runs on a single NVIDIA Tesla
A100 GPU with a memory of 40GB. The generation and
rendering phases are trained separately. The training of the
3D diffusion model takes approximately 5 days, while the
training of the neural renderer takes around 2 days, both
starting from scratch. The network voxelization size is set
to 6.67cm and 5cm in the two phases respectively in order
to fit the GPU memory.

(a) w/o resampling (b) w/ resampling (c) point confidence

Figure 3. Visualization of the point resampling scheme. Yellow
/ purple color means high / low point confidence.

4. Experiments
4.1. Configuration

Datasets. We conduct our experiments on two datasets,
HoliCity [45] and OmniCity [18]. HoliCity is a city-scale
3D dataset with rich annotation, containing 6k+ real-world
urban scenes in central London. Each scene has a cor-
responding high-resolution panorama image, a depth (dis-
tance) map, and 8 posed RGB-D pinhole views. Since the
CAD model is not publicly available, we obtain the scene
geometry by lifting the pixels in the panorama image using
the distance map. A scene mesh is built using the pixel con-
nectivity in the panorama image and the point cloud is sam-
pled on the surface using the resampling scheme described
in Sec. 3.3. The number of points N is around one million
for each scene, with a density of 400/m2. The geometry for
dynamic objects in the scene such as cars and pedestrians
is unavailable in the dataset, thus we used the segmentation
method Mask2Former [5] with ViT-Adapter [4] backbone
pre-trained on the Cityscapes dataset [7] to obtain the se-
mantics of the panorama image and further set the confi-
dence of points with mismatched semantics and geometry
to zero. Fig. 3 (c) gives a visualization example of the con-
fidence map of the points. OmniCity is another city-scale
dataset captured in New York City, further containing satel-
lite images associated with ground-view panoramas. How-
ever, its street-level geometry is not available, making it dif-
ficult to compare with the baselines, thus we show qualita-
tive results for demo purposes in Sec. 4.5.
Metrics. We evaluate our model and the baselines using the
combined validation and test splits of the HoliCity dataset,
containing 624 scenes and around 5k single images in to-
tal. For quantitative evaluation, we adopt commonly used

FID [15] and KID [1] to measure the generated image qual-
ity by comparing the distribution similarity between sets of
synthesized single frames and real images. We evaluate the
temporal consistency across video frames via lower-level
metrics PSNR, SSIM, and LPIPS [44], which are only com-
puted in the overlapping areas between neighboring frames.
Also, considering that none of the above metrics can simul-
taneously measure generation quality and inter-frame con-
sistency, we further adopt FVD and KVD [37], which are
the video version of FID & KID, being able to focus more
on the overall quality. They use video-classification net-
work I3D [2] as the backbone, where the spatiotemporal
features are utilized and the temporal relationship can be
well modeled. To overcome the insufficient number of test
scenes to compute the metrics, during calculation, we pass
augmented videos with each frame as the starting frame cir-
cularly, as the 8 poses of each scene in the dataset can form
a loop. This enhancement ensures that the resulting num-
ber of videos is still enough to compute those two metrics.
Additionally, we incorporated a user study of 32 people to
evaluate the quality of generated videos, consisting of 30
multiple-choice questions. For each question, the partici-
pant was asked to select a single generated video from three
options (baselines and ours) that they considered more vi-
sually plausible.
Baselines. We compare our method to three baselines.
- MVDiffusion [36] is a concurrent advancement in multi-
view generative models, conditioned on depths and camera
poses. The architecture is based on LDMs [32] and Control-
Net [43], together with the proposed correspondence-aware
attention (CAA) module designed to enhance multi-view
consistency. We train the model on the HoliCity dataset
by following the proposed two-stage process, i.e., training
the single-view depth-conditioned diffusion model back-
bone first and fixing it, followed by training the ControlNet
part with the CAA module for multiple views. We use their
default hyper-parameters during training but use a uniform
text prompt, “a street with buildings”.
- Sat2Vid [19] was proposed to generate street panorama
videos from the geometry inferred from a satellite image.
To ensure consistency across the resulting frames, it creates
an explicit 3D point cloud representation for the scene and
maintains its correspondence with every frame pixel. The
texture information is generated directly in 3D space by a
GAN method in a 3D sparse setting. In our experiment, we
exclude their satellite stage but mainly train their generative
parts on the HoliCity dataset, using the lifted pinhole-view
point cloud and established 3D-2D correspondence map.
- InfiniCity [21] is a recent advancement for the city-scale
generation based on GANcraft [13]. Since their code is not
publicly available but the model is trained with the HoliC-
ity [45] dataset, we directly take the FID and KID scores
from their paper for reference only.
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Figure 4. Qualitative baseline comparison on the HoliCity [45] dataset. Our method produces higher-quality video with better temporal
consistency compared with the baselines. Please use Adobe Reader / KDE Okular to see animations.

Method / Metric FVD↓ KVD×100↓ FID↓ KID×100↓ PSNR↑ SSIM↑ LPIPS↓ User study

Sat2Vid [19] 37.06 4.03±0.05 137.84 13.76±0.10 25.25 0.741 0.252 2.92%
InfiniCity [21] - - 108.47 8.40±0.10 - - - -
MVDiffusion [36] 22.79 2.36±0.03 50.78 4.14±0.07 17.56 0.593 0.259 15.62%

Ours 20.30 1.90±0.03 71.98 5.91±0.06 31.54 0.956 0.237 81.46%

Table 1. Quantitative baseline comparison. Sat2Scene outperforms the baselines in most of the metrics including the overall video
quality and the temporal consistency measures.

4.2. Quantitative comparison

The quantitative evaluation results can be found in Tab. 1.
Our method outperforms the baselines in most cases ex-
cept FID and KID where we are second only to MVDif-
fusion [36]. Meanwhile, we hold better FVD and KVD
scores, which are more comprehensive metrics for the over-
all video quality comparison. This is very well aligned with
the user study, where the videos generated by our method
are more recognized and liked by the users. Since MVDif-
fusion [36] is a 2D diffusion model built on top of powerful
LDMs and ControlNet with billions of parameters and using
a pre-trained model, the generated (single) images are there-
fore reasonably photorealistic. This is reflected in their FID
and KID scores that emphasize more on the reality of iso-

lated individual frames. However, the video realism of im-
age sequence not only depends on the quality of individual
frames but also on the temporal consistency between them.
Despite the proposed CAA module helping to maintain tem-
poral consistency, it may not generate frames as consistent
as rendering from a 3D representation, resulting in infe-
rior FVD and KVD scores than our method. This indi-
cates that our generated frames hold very well consistency,
which can be also verified in the cross-frame consistency
measures PSNR, SSIM, and LPIPS, where we outperform
all the baselines. It is noteworthy that Sat2Vid [19]’s 3D-
2D point-to-pixel correspondence is strictly maintained, the
inferior score in consistency measures may be because their
2D upsampling module breaks the original consistency.
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4.3. Qualitative comparison

Fig. 4 includes the visualization results for six samples gen-
erated by our method and two baselines. For MVDiffu-
sion [36] and our method, we generate 48 frames for every
scene with the interpolated poses between the 8 poses given
by the dataset. Since the memory needed by Sat2Vid [19]
inflates extremely with a lot of frame generation, we keep
its frame number to 8 and decrease its video FPS for syn-
chronized visualization with other 48-frame videos. Both
Sat2Vid and our method show good consistency between
frames since the texture features are tiled on the scene ge-
ometry. Instead, while MVDiffusion connects frame texture
features via geometric correspondences and limits the sim-
ilarity, it may still struggle to guarantee complete consis-
tency between frames. This challenge could become partic-
ularly severe for 2D methods when dealing with a smaller
overlap ratio in the training data. For instance, the average
foreground overlap between two neighboring “key” frames
is ∼42% in HoliCity [45], as opposed to ∼65% in Scan-
Net [8] used in MVDiffusion, which could be the primary
reason that it presents an inferior consistency compared
with the results reported in its original paper. When con-
sidering photorealism, our method and MVDiffusion gen-
erate more plausible textures for the building facades than
Sat2Vid. MVDiffusion can output more diversified building
textures than ours. We infer this is because the LDMs [32]
embedded in MVDiffusion have a higher ability to memo-
rize and generate texture patterns with its large number of
pre-trained parameters, compared with the diffusion model
used by our method. In short, ours achieves a commend-
able equilibrium between the photorealism and consistency
of synthesized results, showcasing a balance superior to
Sat2Vid and MVDiffusion.

4.4. Ablation study

We further conduct ablative experiments to validate the ef-
fectiveness of the three components utilized in our method.
• w/o pt-rsmp: Do not use point resampling for balancing

the point density of point clouds in the generation phase
as mentioned in Sec. 3.3, use the pinhole views back-
projection; The 3D diffusion model is directly trained on
this structure and no neural rendering in this variant as we
can directly take the colors from the denoised point cloud;

Variant / Metric FID ↓ KID×100 ↓ Dep. RMSE

w/o pt-rsmp 131.38 12.66±0.12 -
w/o pt-aggr 85.58 7.79±0.08 3.22
w/o dep-sup 80.40 7.22±0.08 3.44

Ours 71.98 5.91±0.06 3.07

Table 2. Ablative evaluation of our method. The result shows
the effectiveness of each component.

• w/o pt-aggr: Do not use point aggregation in the render-
ing phase, use voxel-based interpolation from the output
of the feature extractor;

• w/o dep-sup: Do depth supervision in training the neural
renderer, loss only calculated from color difference.

We remove each operation individually from our full model
training procedure and present the quantitative evaluation
results in Tab. 2 and the visualization results in Fig. 5. Since
the inter-frame consistency performance of each method is
very similar, we only compare the quality measures FID
and KID, and further calculate the RMSE value of the depth
map (except w/o pt-rsmp because it always gets groud-truth
depth). It can be observed that removing any of these oper-

w/o pt-rsmp w/o pt-aggr w/o dep-sup Ours

Figure 5. Qualitative ablation study. We present exemplary qual-
itative results for various ablations of our method. The rendered
images visibly contain more details and the depths are recovered
better with our full method. The second line of each example
shows the depth in pseudo colors, except the bottom left ones
which are GT images.
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ations results in a decline in image quality, as evidenced by
both metrics and visualization. In particular, the omission
of the point resampling scheme leads to a dramatic decrease
in resulting image quality. This underscores the critical im-
portance of maintaining an even density in the point cloud
for the diffusion model’s denoising process to effectively
generate meaningful textures. Without the use of point ag-
gregation, the features are organized in a slightly lower res-
olution and thus the representations are more coarse, lead-
ing to a decline in the rendered image quality and increased
blurriness. As shown in Fig. 5, the results without depth su-
pervision consistently exhibit holes in the rendered frames,
particularly for buildings near the camera. While more re-
fined depths for patterns on the buildings, such as windows
and doors, can be generated, their geometries are not well-
connected. This results in the ray hitting directly into the
sky in these open areas and generating holes in the images.

4.5. Generalization

In order to demonstrate the usability of our pipeline on
the satellite-to-ground cross-view generation task, and high-
light its generalization capabilities, we conducted additional
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Figure 6. Street-view videos generated on the OmniCity [18]
dataset. Ours shows better generalization ability, whereas MVD-
iffusion [36] generates bird-view videos as from ground views.
Please use Adobe Reader / KDE Okular to see animations.

experiments on the OmniCity [18] dataset. Specifically, we
utilize the pre-trained monocular depth estimation network
DRON [12] and the instance segmentation model Mask R-
CNN [14] as provided by [18]. Exemplary prediction re-
sults of the two networks are shown in the left column
of Fig. 6. The scene geometry is inferred from the com-
bined results of the two models: the top-view height map
and building footprints. For each scene, we create ground-
view and bird-view navigation trajectories along the roads,
containing around 500 frames. We then generate videos
along the trajectories using the model trained on the HoliC-
ity dataset. We compare the generation qualitatively on se-
lected scenes with MVDiffusion [36] and show the videos
in the right columns of Fig. 6. Our method consistently
produces frames with superior consistency across different
positions and view angles. In contrast, MVDiffusion gen-
erates images with varied textures even for the same po-
sition under different view angles. Moreover, in the bird-
view generation, the results produced by MVDiffusion are
still biased towards street-view images. This is probably be-
cause the depth image used as input to the model follows the
bird-view characteristics, which is out-of-distribution with
the street-view training set used to train MVDiffusion, thus
failing to show good generalization ability. Since our model
operates directly in 3D space, the bird-view images can be
still rendered even if these views are not fed to the network
during the training process.

5. Conclusion
In this paper, we explored direct scene generation from
satellite imagery. Our novel architecture brings diffusion
models into 3D sparse representations and integrates them
with neural rendering techniques. This approach involves
generating texture colors at the point level using the pro-
posed 3D diffusion model, subsequently converting it into
a scene representation without test-time optimization. The
resulting representation allows the rendering of arbitrary
views with excellence in both single-frame quality and
inter-frame consistency. Experimental results demonstrate
the superiority of our model in generating photorealistic
street-view videos. To the best of our knowledge, we pre-
sented the first work that utilizes the diffusion model in a 3D
sparse setting for cross-view urban scene generation from
satellite imagery. We regard our work as a step forward
in overcoming the challenges associated with urban scene
generation, offering a promising avenue for future develop-
ments in realistic and adaptable visual content synthesis.
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