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Abstract

Generative Adversarial Networks (GANs) have been
widely used to recover vivid textures in image super-
resolution (SR) tasks. In particular, one discriminator is
utilized to enable the SR network to learn the distribution
of real-world high-quality images in an adversarial train-
ing manner. However, the distribution learning is overly
coarse-grained, which is susceptible to virtual textures and
causes counter-intuitive generation results. To mitigate this,
we propose the simple and effective Semantic-aware Dis-
criminator (denoted as SeD), which encourages the SR net-
work to learn the fine-grained distributions by introducing
the semantics of images as a condition. Concretely, we aim
to excavate the semantics of images from a well-trained se-
mantic extractor. Under different semantics, the discrimi-
nator is able to distinguish the real-fake images individu-
ally and adaptively, which guides the SR network to learn
the more fine-grained semantic-aware textures. To obtain
accurate and abundant semantics, we take full advantage
of recently popular pretrained vision models (PVMs) with
extensive datasets, and then incorporate its semantic fea-
tures into the discriminator through a well-designed spatial
cross-attention module. In this way, our proposed semantic-
aware discriminator empowered the SR network to produce
more photo-realistic and pleasing images. Extensive ex-
periments on two typical tasks, i.e., SR and Real SR have
demonstrated the effectiveness of our proposed methods.
The code will be available at https://github.com/
lbc12345/SeD.

1. Introduction

Deep learning has accelerated the great development of Sin-
gle Image Super-resolution (SISR) [12, 34, 36, 50, 59, 60],
which aims to recover the vivid high-resolution (HR) im-
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Figure 1. Comparison between the vanilla discriminator and our
proposed semantic-aware discriminator.

age from its degraded low-resolution (LR) counterpart. In
general, there are two typical optimization objectives for
existing SISR methods, i.e., objective and subjective qual-
ity. To pursue the higher objective quality, a series of elab-
orate frameworks based on convolutional neural networks
(CNN) [9, 31, 36, 72, 73], Transformer [5, 15, 34, 39, 63]
have been proposed to improve the representation ability of
the SR network through the constrain of the pixel-wise loss
function (e.g., L1 loss and MSE loss). However, the pixel-
wise loss function cannot enable the SR network to have a
promising hallucination capability, which performs poorly
on texture generation and results in an unsatisfied subjective
quality [27, 32].

To improve the subjective quality, it is necessary to gen-
erate human-pleasing textures for distorted images. In-
spired by the generative adversarial network (GAN) [17],
a series of pioneering works [27, 59, 60, 70, 71] regard the
SR network as the generator, and then introduce the dis-
criminator to enable the SR networks with realistic texture
generation capability. There are three typical discriminators
for SR networks, i.e., image-wise discriminator [24, 54],
patch-wise discriminator [22], and pixel-wise discrimina-
tor [52]. In particular, the image-wise discriminator aims
to distinguish the real/fake images from the global distribu-
tions, e.g., VGG-like discriminator in [27, 59, 71]. How-
ever, the image-wise distribution is so coarse-grained that
causes the network to produce non-ideal local textures. To
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enhance the local textures, [42, 61, 62] utilize the patch-
wise discriminator to determine the patch-wise distribution
and adjust the patch size with different sizes of receptive
fields. Furthermore, the pixel-wise discriminator [52] dis-
tinguishes the real/fake distribution in a per-pixel manner,
while bringing the large computational cost. However, the
above works ignore the fact that the textures of one image
should meet the distribution of its semantics. It is necessary
to achieve the fine-grained semantic-ware texture genera-
tion for SR.

To generate the semantic-aware textures, one intuitive
method is to integrate the semantics of images into the gen-
erator, which enables the generator the semantic adaptive
capability. Actually, this brings two obvious drawbacks to
semantic-aware texture generation: 1) The low-quality im-
age may yield worse and even error semantic extraction,
which prevents reasonable texture generation. 2) In the in-
ference stage, the complex semantic extractor will cause the
catastrophic growth of computation and model complexity
for the SR network. In contrast, we aim to achieve the
semantic-aware texture generation for SR from another per-
spective, i.e., Discriminator.

In this paper, we propose the first Semantic-aware Dis-
criminator for Image Super-resolution (SR), dubbed SeD,
which is inspired by [74]. It is noteworthy that the
discriminator works by distinguishing whether the im-
age/patch/pixel is real or fake. With adversarial training,
it is enabled to measure the distribution distance between
the generated image and its reference image. As shown in
Fig. 1, the vanilla discriminator only measures the distribu-
tion distance while ignoring the semantics, which is suscep-
tible to the coarse-grained average textures (e.g. noise). To
mitigate this, we introduce the semantics extracted from re-
cent popular pretrained vision models (PVMs) (e.g. ResNet-
50 or CLIP) as the condition of the discriminator, which lets
the discriminator measure the distribution distance individ-
ually and adaptively for different semantics (See Fig. 1(b)).
With the constraint of the semantic-aware discriminator, the
SR networks (i.e., generator) can achieve more fine-grained
semantic-aware texture generation.

There is one crucial step to achieve a semantic-aware
discriminator, i.e., how to extract the semantics and in-
corporate them into a discriminator. A naiv̈e strategy is
to directly introduce the features of the last layer from a
pretrained classification network as the semantics and con-
catenate them in a discriminator as a condition. However,
it will prevent effective semantic guidance for discrimina-
tors, since it does not consider the characteristics of SR.
To achieve fine-grained semantic-aware texture generation,
one intuition is that the semantics is required to be pixel-
wise due to semantics in different regions might be differ-
ent. Considering this, we extract the semantics from the
middle features of the PVMs. Depart from this, we also de-

sign one semantic-aware fusion block (SeFB) to better in-
corporate the semantics into the discriminator. Concretely,
in SeFB, we regard the semantics extracted from PVMs as
the query, to warp the semantic-aware image feature to the
discriminator through cross-attention, which brings better
semantic guidance. We validate the effectiveness of our
proposed SeD on two typical SR tasks, i.e., classical and
Real-world image SR tasks. Our SeD is general and ap-
plicable to different benchmarks for GAN-based SR, e.g.,
ESRGAN [59], RealESRGAN [60], and BSRGAN [70].

The contributions of this paper can be summarized as
follows:
• We pinpoint the importance of fine-grained semantic-

aware texture generation for SR, and for the first time
propose a semantic-aware discriminator (SeD) for the SR
task, by incorporating the semantics from pretrained vi-
sion models (PVMs) into the discriminator.

• To better incorporate the guidance of semantics for the
discriminator, we propose the semantic-aware fusion
block (SeFB) for SeD, which extracts the pixel-wise se-
mantics and warped the semantic-aware image features
into the discriminator through the cross-attention manner.

• Extensive experiments on two typical SR tasks, i.e., clas-
sical and Real-world image SR have revealed the effec-
tiveness of our proposed SeD. Moreover, our SeD can
be easily integrated into many benchmarks for the GAN-
based SR methods in a plug-and-play manner.

2. Related Works

2.1. Single Image Super-resolution

In recent years, deep learning has posed great progress in
Single Image Super-resolution (SISR) [12, 73]. Typically,
most SR methods focus on exploring better backbones [9,
28, 34, 36, 44, 64, 72] to improve objective quality.

As the pioneering work, [12] firstly propose the SR-
CNN, which introduces the CNN to SISR and optimizes
the network by minimizing the mean square error (MSE)
between the super-resolved images (SR) and their corre-
sponding high-resolution (HR) counterparts. Subsequently,
numerous SR works have been explored to further improve
the representation capability of the network from differ-
ent perspectives, such as incorporating the residual connec-
tion [25, 27, 36], dense connection [59, 73], multi-scale rep-
resentation [16, 29], etc. Specifically, some works [4, 9, 72]
employ attention mechanisms to further enhance high-
frequency textures. However, these works lack the utiliza-
tion of long-range dependencies present in images, thereby
limiting their performance on SR. With the emergence of vi-
sion transformers, some studies [34, 39, 63] regard pixels as
tokens and make full use of long-range dependencies with
window-based self-attention, resulting in visually pleasing
outputs for both classical (i.e., bicubic) and real-world im-
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Figure 2. Illustration of (a) GAN-based SR with the vanilla discriminator. (b) Our proposed semantic-aware discriminator (SeD). (c) The
network structure of SeFB. (d) The network structure of P+SeD. The vanilla discriminator measures the distributions of images regardless
of the semantics, which causes the SR network to learn the average textures (i.e., noise) or generate textures not related to the semantics. In
contrast, our proposed semantic-aware discriminator exploits the fine-grained semantics as the condition of the discriminator, which poses
the SR network to learn more fine-grained semantic-aware textures for SR.

age SR tasks.

2.2. GAN-based Image Super-resolution

To generate more appealing textures, some works aim to
leverage the excellent hallucination capability of the gen-
erative models to enhance the subjective quality of SR
Networks. In contrast to commonly-used pixel-wise con-
straints, e.g., L1 and L2 losses, the adversarial loss is in-
troduced to enable the SR network to learn the distribution
of real-world high-quality images. SRGAN [27], as the
first work for GAN-based SR, systematically investigates
the advantages of GAN for SR. Following this, a series of
works [26, 59, 66, 71] began to refine the architecture of the
SR network (i.e., the generator), achieving stable training
and more realistic textures. Despite this, few works take
into account optimizing another core component in GAN,
i.e., the discriminator, which determines whether the dis-
tribution learned by the SR network aligns with real-world
high-quality images.

Starting from this point, our proposed Semantic-aware
Discriminator (SeD) is expected to enable the SR network
to achieve more fine-grained semantic-aware texture gener-
ation.

2.3. Pretrained Vision Models (PVMs)

Benefiting from large-scale datasets, such as ImageNet-
22K [10], JFT-300M [55], LAION-5B [53], and the elabo-
rate pretraining strategies [11, 20], Pretrained Vision Mod-
els (PVMs), e.g., ViT [6, 13], Swin Transformer [37, 38],
have demonstrated their immense potential in various fields,
e.g., classification [7, 65], vision-language task [3, 33,
46, 51], generation tasks [14, 47, 48]. Compared to
smaller models [19], PVMs are friendly to most down-
streaming tasks, thanks to their strong and robust represen-
tation capability. Recently, the large vision-language model
CLIP [46] garnered significant interest for leveraging ex-
tensive amounts of collected vision-language pairs to learn
a more fine-grained semantic space. As a result, a series of
works incorporate this powerful feature extractor of CLIP
into various tasks, including prompt learning [67], gener-
ation, etc. Inspired by this, we aim to extract more fine-
grained semantics from CLIP to guide our SeD.

3. Method

In this section, we first review the typical GAN-based
SR method and then describe the difference between our
method with it in the overall framework. Next, we clarify
our proposed semantic-aware discriminator in detail. Fi-
nally, we describe how to integrate our SeD into the existing
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patch-wise discriminator and pixel-wise discriminator.

3.1. Preliminary

GAN-based SR [26, 27, 45, 59, 60, 70] aims to improve
the perceptual quality of super-resolved images. With a
simple discriminator, GAN-based SR introduces adversar-
ial training to enable the SR network to generate vivid tex-
tures. The objectives of GAN-based SR are composed of
three losses, including pixel-wise supervised loss Ls, e.g.,
L1 Loss and MSE loss, a perceptual loss Lp, and an ad-
versarial loss Ladv . Among them, pixel-wise supervised
loss is used to constrain the pixel-wise consistency and en-
sure the realness of pixel values. Perceptual loss [23, 27]
Lp exploits the features of VGG [54] to give coarse per-
ception constraints between generated and ground-truth im-
ages. In the adversarial training process, a discriminator D
is exploited to distinguish whether the image is real or fake,
which is optimized with the loss function as:

LD = EIh∼PIh
log(1−D(Ih)) + EIs∼PIs

(D(Is)), (1)

where the PIh and PIs are the distribution of the high-
quality images IIh and the super-resolved images Is, re-
spectively. The SR network (i.e., the generator) is optimized
by the combination of three losses as:

LG = Ls + λpLp + λaLadv, (2)

where adversarial loss Ladv enables the generator to cheat
the discriminator D with the contrary purpose of LD as:

Ladv = EIh∼PIh
log(D(Ih)) + EIs∼PIs

(1−D(Is)). (3)

3.2. Overall Framework

The overall framework of our proposed Semantic-aware
Discriminator (SeD) is shown in Fig. 2. Given the low-
resolution image Il, we can first obtain the super-resolved
image Is. Then a discriminator D is used to distinguish the
Is and high-resolution image Ih, which enforces the SR net-
work to generate the real-like images (i.e., P (Is) ≈ P (Ih)).
However, the vanilla discriminator only takes into account
the coarse-grained distribution of images, while ignoring
the semantics of images. This will cause the SR network to
produce fake and even worse textures. A promising texture
generation should satisfy its semantic information. There-
fore, we aim to achieve the semantic-aware discriminator,
which leverages the semantics of high-resolution image Ih
as a condition. Here, we represent the semantic extractor
in the large vision model as ϕ, and we aim to achieve more
fine-grained semantic-aware texture generation, which tar-
gets for P (Is|ϕ(Ih)) = P (Ih|ϕ(Ih)).

Therefore, as shown in the Fig. 2, the high-resolution
image Ih will be fed into a fixed pretrained semantic ex-
tractor from large vision model ϕ to obtain the semantics

ϕ(Ih). Then a semantic-aware fusion block (SeFB) is used
to further warp the super-resolved image feature fs and
high-resolution image feature fh to the discriminator as
fs
s , fh

s by regarding the semantics as the query. Based on
the semantic-aware features, the discriminator can achieve
the semantic-aware distribution measurement. Notably, this
process does not increase the parameters or computational
cost for the SR network in the inference stage, as discrimi-
nator is no longer needed. In the next section, we will clar-
ify our semantic-ware discriminator in detail.

3.3. Semantic-aware Discriminator

Our semantic-aware discriminator consists of two essen-
tial components, i.e., the semantic feature extractor and
the semantic-aware fusion block (SeFB). By incorporating
these components into the popular discriminators, we can
obtain our Semantic-aware discriminators.

3.3.1 Semantic Excavation

A successful semantic excavation plays an irreplaceable
role in the Semantic-aware Discriminator. The intuition
is that more fine-grained semantics will promote the dis-
criminator to measure finer-grained distributions. There-
fore, the recently popular pretrained vision models (PVMs),
which possess more powerful representation capabilities,
are proper for semantic excavation. Among them, the CLIP
model has emerged as a prominent backbone and has been
applied in various tasks [8, 40, 47, 49]. Consequently, we
adopt the pretrained CLIP ”RN50” model as the semantic
extractor, since we require the pixel-wise semantic informa-
tion for SR. Specifically, the “RN50” is composed of four
layers, with the resolution of features being down-sampled
as the layers increase and the semantics becoming more ab-
stract. To investigate which layer is more suitable for our se-
mantic excavation, we systematically conduct experiments
for these four layers, and experimentally find that the se-
mantic features from the third layer are optimal. Here, we
represent the semantic extractor as ϕ, and the semantic fea-
tures fs are extracted by feeding the high-resolution image
Ih into ϕ.

3.3.2 Semantic-aware Fusion Block

After obtaining the semantics Sh, we exploit our proposed
semantic-aware fusion block (SeFB) to implement the se-
mantic guidance of Discriminator. The architecture of SeFB
is shown in Fig. 2(c). Given the features of the super-
resolved/high-quality images fs/fh, we aim to warp the
semantic-aware textures from images to the discriminator,
which enforce the discriminator to focus on the distribution
of semantic-aware textures. Therefore, in Fig. 2(c), the se-
mantics Sh is passed to the self-attention module and then
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is fed to the cross-attention module as the query:

Q = LN(SA(LN(GN(Sh)))), (4)

where LN, GN, SA denotes the layer normalization,
group normalization, and self-attention module. Then,
the features of super-resolved/high-quality images fs/fh

are passed into the convolution layer and are regarded as
the keys Ks/Kh and values Qs/Qh. Finally, the warped
semantic-aware image features with cross-attention are con-
catenated with original enhanced features to form the final
features fs

s /fh
s as:

f (∗)′
s = Softmax(Q(∗)K(∗)T /

√
dk)V

(∗) (5)

f (∗)
s = Conv(Concat(GELU(LN(f (∗)′

s )),Conv(f (∗)))),

where f
(∗)
s denote the warped semantic-aware image fea-

tures. ∗, dk, and GELU are s/h, scale factor, and the Gaus-
sian Error Linear Units, respectively. Conv and Concat
represent the convolution layer and the concatenate opera-
tion.

3.4. Extension to Various Discriminators

In this paper, we incorporate our proposed SeD into two
popular discriminators, including a patch-wise discrimi-
nator and a pixel-wise discriminator. As illustrated in
Fig. 2(d), the patch-wise semantic-aware discriminator con-
sists of three SeFBs and two convolution layers. For the
pixel-wise discriminator, we follow the approach in [60]
and exploit the U-Net architecture as the backbone. We sub-
stitute original convolution layers with our proposed SeFBs
in the shallow feature extraction stage.

4. Experiments
4.1. Experiment setups

Network structures. For the generator, we use the com-
petitive RRDB [59] as the backbone. To demonstrate the
generalization ability of our proposed SeD, we also employ
the popular transformer-based SR network SwinIR [34] as
our generator. For the discriminator, we incorporate our
SeD into two types of discriminators, i.e., the patch-wise
discriminator [22] and the pixel-wise discriminator [52],
namely, P+SeD and U+SeD. We also validate our SeD on
an image-wise discriminator based on VGG [59], dubbed
V+SeD, which is provided in the Supplementary.
Implementation details for classical image SR. Follow-
ing previous works [18, 34], we train our network using
3450 images from DF2K [1, 56]. We test our methods
on five benchmarks: Set5 [2], Set14 [68], Urban100 [21],
Manga109 [43] and DIV2K validation set [1]. We syn-
thesize all the ×4 training samples using MATLAB bicu-
bic downsampling kernel. We apply the same data aug-
mentation to all the training samples following previous

arts [30, 34, 64]. The patch size of HR images is 256 × 256.
We implement the experiments on 4 NVIDIA V100 GPUs
with PyTorch and a batch size of 8 on each device. The
parameters of the generator are initialized with pretrained
PSNR-oriented model. We employ Adam optimizer with a
fixed learning rate of 1e-4 to optimize our network for 300k
iterations. We provide the implementation details for real-
world image SR in the Supplementary.

4.2. Results on classical image SR

We conduct a quantitative comparison between our SeD and
the state-of-the-art GAN-based SR methods. SFTGAN [58]
incorporates a semantic map extracted from input LR im-
ages to better restore textures. ESRGAN [59] and USR-
GAN [69] both use RRDB [59] as the backbone of the gen-
erator. LDL [35] employs an artifact map into discriminator
with RRDB to better reconstruct finer textures. Therefore,
we exploit the RRDB as the generator for a fair compari-
son with them. To validate the generalization capability, we
also validate our SeD with another generator architecture,
i.e., transformer-based SR backbone, SwinIR [34].

As demonstrated in Table 1, our SeD outperforms ex-
isting GAN-based methods in the perception metric (i.e.,
LPIPS), including SFTGAN [58], ESRGAN [59], USR-
GAN [69], LDL [35] and DualFormer [41], with the com-
parable and even more high objective qualities. It is
noteworthy that, for the last several rows of the Table 1,
we validate the effectiveness of our SeD by incorporat-
ing our SeD into different generators (i.e., RRDB [59] and
SwinIR [34]) and discriminators (patch-wise discrimina-
tor, i.e., “+P” and U-shape pixel-wise discriminator, i.e.,
“+U”). For “RRDB+P”, we can observe that our SeD
(i.e., “RRDB+P+SeD”) outperforms the vanilla discrimina-
tor in LPIPS under all circumstances, even with up to 1.0dB
PSNR gains in Manga109 dataset. This indicates the supe-
riority of incorporating semantic guidance in our SeD, as it
can discriminate more fine-grained textures during training,
resulting in better perceptual quality. Notice that, our SeD
also performs well on the transformer-based SR method
SwinIR (i.e., “SwinIR+P+SeD”, and “SwinIR+U+SeD”).
This demonstrates the generalization capacity of SeD on
different generator architectures.

Fig. 3 presents the visual comparison between state-of-
the-art methods and our SeD on classical image SR. We can
notice that other methods restore images with virtual tex-
tures, e.g., twisted rain drops in the first row; unnatural tex-
tures on the surface of the bridge in the second row; mistak-
ing the dotted texture in front of the car for stripes in the last
row, etc. Compared with other methods, our SeD generates
visual-pleasant results without introducing artifacts. This
proves that incorporating semantic guidance through SeD
can empower the discriminator to distinguish finer details.
We provide more visual results in the Supplementary.
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Figure 3. Visual comparison (zoom-in for better view) to state-of-the-art GAN-based SR methods. We demonstrate patch-wise SeD here
because it shows better subjective quality. With SeD, the SR network is capable of restoring photo-realistic textures.

Figure 4. Visual comparison (zoom-in for better view) to state-of-the-art GAN-based real-world SR methods. We demonstrate pixel-wise
SeD here to align with previous works [35, 60].

4.3. Results on real-world image SR

We evaluate the performance of SeD on the real-world
image SR problem by incorporating it into state-of-the-
art methods, including Real-ESRGAN [60] and LDL [35].
Typically, Real-ESRGAN and LDL both utilize RRDB as a

generator, but LDL replaces the vanilla U-Net discrimina-
tor with there artifact mapped one. We also conduct exper-
iments with a more powerful transformer-based generator,
SwinIR [34], the qualitative results of SwinIR are provided
in the Supplementary. All of the above-mentioned meth-
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Method Set5 Set14 DIV2K Urban100 Manga109
SFTGAN 0.080/30.06/0.848 -/-/- 0.133/28.08/0.771 0.134/24.34/0.723 0.072/28.17/0.856
ESRGAN 0.076/30.44/0.852 0.133/26.28/0.699 0.115/28.20/0.777 0.123/24.37/0.734 0.065/28.41/0.859
USRGAN 0.079/30.91/0.866 0.143/27.15/0.736 0.132/28.77/0.793 0.133/24.89/0.750 0.063/28.75/0.872
RRDB+LDL 0.069/31.03/0.861 0.121/26.94/0.721 0.101/28.95/0.795 0.110/25.50/0.767 0.055/29.41/0.875
RRDB+DualFormer 0.068/31.40/0.872 0.121/27.53/0.741 0.103/29.30/0.802 0.115/25.73/0.774 0.053/29.90/0.886
RRDB+P 0.070/30.67/0.860 0.130/26.92/0.724 0.111/28.71/0.792 0.120/24.86/0.752 0.058/28.60/0.872
RRDB+P+SeD 0.064/31.22/0.867 0.117/27.37/0.736 0.094/29.27/0.802 0.106/25.93/0.779 0.048/29.99/0.888
RRDB+U 0.072/31.13/0.869 0.127/27.52/0.739 0.110/29.28/0.802 0.125/25.61/0.768 0.056/29.49/0.882
RRDB+U+SeD 0.069/31.73/0.880 0.123/27.94/0.757 0.102/29.85/0.818 0.112/26.20/0.788 0.047/30.46/0.897
SwinIR+LDL 0.065/31.03/0.861 0.118/27.22/0.732 0.094/29.12/0.801 0.102/26.23/0.792 0.047/30.14/0.888
SwinIR+P 0.070/31.49/0.876 0.127/27.66/0.747 0.103/29.66/0.815 0.107/26.22/0.790 0.048/30.18/0.895
SwinIR+P+SeD 0.061/31.44/0.870 0.115/27.53/0.742 0.090/29.53/0.810 0.097/26.45/0.794 0.044/30.48/0.896
SwinIR+U 0.064/31.38/0.869 0.120/27.64/0.744 0.095/29.56/0.810 0.103/26.09/0.786 0.049/29.99/0.889
SwinIR+U+SeD 0.067/31.64/0.874 0.117/27.84/0.750 0.096/29.79/0.816 0.102/26.46/0.796 0.045/30.58/0.898

Table 1. Quantitative comparison between GAN-based SR methods and the proposed SeD. Here, we use “+P” to denote a PatchGAN
discriminator; “+U” to denote a U-Net discriminator; “+SeD” to denote our implementation based on two different discriminator architec-
tures. The best perceptual results of each group are highlighted in bold. Each result is in term of LPIPS↓/PSNR↑/SSIM↑, ↑ and ↓ mean
that the larger or smaller score is better, respectively.

ods utilize the pixel-wise U-Net discriminator, therefore, we
conduct our experiments with the pixel-wise discriminator
“U+SeD”.

We demonstrate the quantitative comparison in Table 2.
Our SeD surpasses the vanilla discriminator on most of
the real-world datasets in terms of different backbones and
training strategies. The results suggest that our SeD is ca-
pable of discriminating heavily distorted real-world images,
and learning the fine-grained texture generation ability. As
shown in Fig. 4, for the first line, images restored by SeD
contain more realistic textures; for the second line, SeD
eliminates the smooth problem and generates vivid textures
for bricks. We provide more visualizations in the Supple-
mentary.

4.4. Ablation studies for SeD

We conduct ablation studies to investigate the most suitable
way of introducing semantic guidance into discriminator.
We focus on three aspects: i) What is the best way to fuse
semantic features in SeFB? ii) Which layer of CLIP con-
tains the most useful semantic information for texture dis-
crimination? iii) Which pretrained model is more suitable
as a semantic extractor?
Effects of different fusion methods. There are a series
of fusion methods to introduce the priors, including fea-
ture concatenation, spatial attention, or channel attention.
We compare our proposed SeFB (i.e., SeD-Our) with dif-
ferent fusion strategies in Fig. 3. The channel attention
(i.e., SeD-B) destroys the spatial information of semantics,
which achieves the most worse performance. The perfor-
mance of concatenation operation (i.e., SeD-A) and spa-

Method Type DPED OST300 RealSRSet

RealESRGAN
V 5.27 2.82 5.80
L 5.36 2.83 6.07
S 4.49 2.73 5.34

SwinIR
V 4.95 2.93 5.49
L 5.65 3.10 5.59
S 5.16 2.75 5.15

Table 2. The quantitative comparisons of our proposed SeD with
the state-of-the-art methods on Real-world SR in terms of NIQE↓.
“V” denotes “vanilla discriminator”, “S” denotes “SeD”, and “L”
denotes “LDL”.

Datasets Fusion methods (LPIPS↓)
SeD-A SeD-B SeD-C SeD-our

Set5 0.069 0.085 0.074 0.064
Urban100 0.124 0.131 0.125 0.106
Manga109 0.058 0.065 0.055 0.048

Table 3. Ablation studies for different fusion methods in SeFB.
We perform all the experiments on classical image SR, and eval-
uate with subjective metric LPIPS. “A”, “B”, “C” denote for con-
catenate, channel attention, spatial attention, respectively.

tial attention (i.e., SeD-C) are comparable, which is obvi-
ously lower than our proposed semantic-aware fusion block
(SeFB). More details can be found in the Supplementary
for the implementations of the above fusion strategies.
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Methods Datasets (LPIPS↓)
Set5 Urban100 Manga109

SeD-Layer1 0.066 0.120 0.057
SeD-Layer2 0.068 0.117 0.056
SeD-Layer3 0.064 0.106 0.048
SeD-Layer4 0.069 0.122 0.055

Table 4. Ablation for the semantics from different layers of CLIP.

Method Datasets (LPIPS↓)
Set5 Urban100 Manga109

ResNet-50 0.066 0.117 0.055
CLIP 0.064 0.106 0.048

Table 5. Ablation studies for different semantic extractors.

The semantics of different layers. It is noteworthy that
the semantics from different layers of CLIP [46] is differ-
ent. With the increase of layers, the semantics will be more
representative while the resolution becomes lower. The
essence of effective semantic guidance lies in extracting se-
mantic features that are sufficiently deep yet retain essential
spatial information to ensure the quality of restoration guid-
ance. There are in total four layers inside CLIP semantic ex-
tractor, and the spatial resolution is halved after each layer.
To investigate which layer is the best choice for the guid-
ance, we conduct the experiments in Table 4. From the ta-
ble, In the first and second layers, despite the semantic fea-
ture possessing a relatively large spatial resolution, its lack
of concentration could result in suboptimal semantic guid-
ance for the discrimination process. For the last layer, the
spatial resolution is too small, which may causes discrimi-
nator ignoring the pixel-wise consistency. As the result, the
semantics from the third layer performs best, which is used
in our paper.
The effects of the different semantic extractors. To delve
deeper into the question of whether finer-grained seman-
tic understanding enhances guidance quality, we compare
two distinct semantic extractors. Specifically, we evalu-
ate a pretrained ResNet-50 [19] using the ImageNet [10]
dataset against the ”RN50” model from the pretrained CLIP,
which utilizes a vision-language dataset, as detailed in Ta-
ble. 5. The results of our experiments indicate that the
”RN50” model pretrained with vision-language data outper-
forms the former. This superior performance is attributed to
the language descriptions in CLIP’s training regimen, which
provide more comprehended and detailed semantic context
compared to traditional digital labels used in classification
tasks. This finding underscores the potential of language-

enhanced models in achieving a more refined understand-
ing of semantics, thereby offering more effective guidance
in discriminative processes.

4.5. T-SNE visualization of discriminator features

Figure 5. The t-SNE visualization of discriminator features. The
7 categories are “fish”, “plane”, “barn”, “train”, “daisy”, “dog”,
“monarch” from ImageNet, respectively.

To validate that our semantic guidance promotes the dis-
criminator to perform more fine-grained discrimination, we
visualize the intermediate features for both vanilla discrim-
inator and our SeD with t-SNE [57]. We randomly select 7
categories from ImageNet [10], with 100 images each cate-
gory. Then, we feed all the images into a vanilla PatchGAN
discriminator and our P+SeD. We visualize the features af-
ter the first SeFB of SeD, and the features after the first BN
layer of PatchGAN discriminator, respectively. As shown in
Fig. 5, the features of SeD are well-clustered, while the fea-
tures of vanilla patch discriminator are disorganized. This
provides the evidence that under the guidance of semantics,
SeD is capable of performing more fine-grained discrimina-
tion, as claimed in the paper.

5. Conclusion
In this paper, we propose a simple but effective Semantic-
aware Discriminator (SeD) for Image Super-resolution. We
find the distribution learning of previous discriminators is
overly coarse-grained, which causes the virtual or counter-
intuitive textures. To mitigate this, we introduce the seman-
tics of the image from pretrained vision models (PVMs)
as the condition of the discriminator with our proposed
semantic-aware fusion block (SeFB), which encourages the
SR network to learn the fine-grained semantic-aware tex-
tures. Moreover, our SeD is easy to be incorporated into
most GAN-based SR methods and achieves excellent per-
formance. Extensive experiments on classic SR and Real-
world SR have demonstrated the effectiveness of our SeD.
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