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Abstract

Current self-supervised methods can primarily be cate-
gorized into contrastive learning and masked image mod-
eling. Extensive studies have demonstrated that combining
these two approaches can achieve state-of-the-art perfor-
mance. However, these methods essentially reinforce the
global consistency of contrastive learning without taking
into account the conflicts between these two approaches,
which hinders their generalizability to arbitrary scenarios.
In this paper, we theoretically prove that MAE serves as a
patch-level contrastive learning, where each patch within
an image is considered as a distinct category. This presents
a significant conflict with global-level contrastive learning,
which treats all patches in an image as an identical cate-
gory. To address this conflict, this work abandons the non-
generalizable global-level constraints and proposes explicit
patch-level contrastive learning as a solution. Specifically,
this work employs the encoder of MAE to generate dual-
branch features, which then perform patch-level learning
through a decoder. In contrast to global-level data aug-
mentation in contrastive learning, our approach leverages
patch-level feature augmentation to mitigate interference
from global-level learning. Consequently, our approach
can learn heterogeneous representations from a single im-
age while avoiding the conflicts encountered by previous
methods. Massive experiments affirm the potential of our
method for learning from arbitrary scenarios.

1. Introduction
Currently, self-supervised learning (SSL) in computer vi-
sion [1, 2, 4–7, 18, 21, 22, 35, 59] is capable of adopting
self-defined pseudo labels as supervision [28, 29] and holds
the promise in leveraging large amounts of unlabeled data
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Figure 1. Hybrid methods further enhance the global consis-
tency of CL. We measures representational similarity among to-
kens for some popular self-supervised pre-trained models. Among
them, ccMIM [67] and SIM [54] employ MAE as the MIM base-
line method while iBOT [69] adopts DINO [3] as the CL base-
line method for hybrid approach. It indicates that hybrid meth-
ods, while increasing linear evaluation scores, also enhance the
representational similarity among tokens. This suggests that hy-
brid methods fundamentally further strengthen the global seman-
tic consistency of CL. All of the models adopt ViT-B.

to build the foundational models. SSL methods focus on
designing different pretext tasks, and there are two main-
stream approaches for learning visual features in the com-
munity. One of the most promising directions among them
is contrastive learning (CL) [2, 5–7, 18, 21, 25, 48]. It as-
sumes that different views of a single image are of the same
instance. Its objective is to learn a global-level feature rep-
resentation that discriminates among images. CL leverages
trainable networks to generate semantic pseudo labels [55],
thereby enhancing the model’s capability to extract seman-
tic information. On the other hand, the masked image mod-
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Figure 2. Visualization of patches in an image from COCO
dataset. The image is partitioned into multiple patches, and dif-
ferent patches from the image may represent different semantics.

eling (MIM) [1, 4, 15, 22, 35, 63, 69] has became the fo-
cus in the community. MIM is a pretext task that involves
masking some patches on the input image and predicting the
original information of the masked patches based on their
context. In these methods, BEiT [1] predicts discrete to-
kens created by the pre-trained model of VQVAE [56]. In
MAE [22], the pseudo labels are the given pixels. Among
these MIM methods, MAE shows impressive transfer per-
formance on various dense prediction tasks.

The learning methodologies of CL and MIM are so dis-
tinct that a fundamental question arises: can their concur-
rent learning mutually enhance each other? In fact, exten-
sive work [27, 32, 35, 44, 50, 52, 54, 64, 65, 67, 69] shows
hybrid methods of CL and MIM achieve state-of-the-art
(SOTA) performance on benchmark ImageNet [13] dataset.
In our study, we choose some pre-trained models trained us-
ing popular self-supervised methods and measure their rep-
resentational similarity for tokens as well as linear probing
results, as depicted in Figure 1. Specifically, ccMIM [67]
and SIM [54] employ MAE as the MIM baseline, while
iBOT [69] adopts DINO [3] as the CL baseline for the hy-
brid approach. The figure illustrates that these hybrid meth-
ods have achieved better linear probing results compared to
their respective baseline methods. However, they have fur-
ther reinforced representational similarity for tokens, result-
ing in homogeneous token representations. This also im-
plies that the hybrid methods essentially enhance the global
consistency of CL, and the performance of SOTA meth-
ods heavily relies on the gains achieved through CL. Con-
sequently, the success of these methods heavily relies on
the single-centric-object data [37, 41] such as those in Ima-
geNet dataset, and they cannot be generalized to non-iconic
scenarios, making them unsuitable for training in arbitrary
scenarios - regardless of whether they come from single-
centric-object scenarios or non-iconic ones. Also, a recent
study [34] indicates that the hybrid approach of MAE and
CL exhibits inferior performance compared to the baseline
in large-scale arbitrary scenarios. This goes against the pri-

mary promise of self-supervised learning, which aimed to
build foundation models using a large amount of data for
broader applicability.

Actually, the inability of SOTA methods to train in ar-
bitrary scenarios can be attributed to the conflict between
CL and MIM. In this paper, we first theoretically prove that
MAE is a patch-level CL, treating each patch within an im-
age as a separate category. This conflicts with global-level
CL, where all patches from the image are treated as an iden-
tical category. As illustrated in Figure 2, a non-iconic im-
age from the COCO [40] dataset is partitioned into multiple
non-overlapping patches according to ViT [15], and each
patch may represent a different semantics. MAE treats each
object/patch in these patches as a distinct category, whereas
CL considers all patches as an identical category. Therefore,
when these two methods are combined for training on non-
iconic data, significant conflicts and confusion arise, ren-
dering the hybrid approach incapable of learning effective
representations for non-iconic data and arbitrary scenarios.

To alleviate the problems, in this paper, we pro-
pose a self-supervised framework, called Arbitrary Self-
supervised Learning (ASL), to learn representation from ar-
bitrary scenarios. The framework leverages the principles of
CL to enhance the patch-level semantic consistency of the
model while avoiding the conflict between CL and MAE.
Specifically, our approach involves designing a patch-level
feature augmentation to effectively circumvent the limita-
tion of global-level data augmentation in CL. According to
the patch-level augmentation, ASL employs the encoder of
MAE to generate dual-branch features, which then perform
patch-level contrastive learning through a decoder module.
We also retain the original MIM pretext task to ensure the
rationality of the model. It is noteworthy that our approach
is proposed for arbitrary scenarios, primarily experiment-
ing on the non-iconic COCO dataset that closely represents
natural scenes. Simultaneously, we conduct the pre-training
experiments on both ImageNet and COCO. The results in-
dicate that ASL is the sole method of attaining superior per-
formance in arbitrary pre-training, further underscoring the
generalizability and robustness of our approach.

Overall, we make the following contributions:
• We theoretically prove that MAE is a patch-level con-

trastive learning, which is in conflict with global con-
trastive learning, thereby rendering current hybird meth-
ods incapable of achieving generality in arbitrary scenar-
ios pre-training.

• We propose a self-supervised framework, named Arbi-
trary Self-supervised Learning (ASL), to mitigate con-
flicts and allow the model to train in arbitrary scenarios.

• Extensive experiments demonstrate the effectiveness and
transfer ability of our framework. Specifically, the mod-
els pre-trained with ASL achieve SOTA performance in
arbitrary scenarios.

22968



2. Related Work
It is known that the promise of self-supervised learning [1,
2, 4–7, 15, 18, 21, 22, 25, 30, 35, 37, 47, 48, 50, 51, 59, 63,
66, 69] in computer vision is to establish a visual foundation
model by leveraging large dataset, just like ChatGPT [49] in
natural language processing. These representations of the
foundation model can be transferred to various downstream
tasks [10, 12, 13, 19, 20, 33, 36, 38, 39, 53, 60].

2.1. Instance discrimination

The basic principle of contrastive learning/instance discrim-
ination is that different views of an image are still the
same category. As a significant representative of these ap-
proaches, MoCo [21] improves the training of contrastive
learning methods by storing representations from a momen-
tum encoder instead of the trained network. Then, SimCLR
[5] shows that the memory bank can be entirely replaced
with the elements from the same batch when the batch size
is set large enough. Furthermore, BYOL [18] proposes an
asymmetric structure and directly bootstraps the representa-
tions by attracting different features from the same instance
and shows that contrastive learning without negative sam-
ples can also learn excellent visual representations. Also,
the asymmetric structure is often directly adopted by sub-
sequent work. Some approaches [23, 24, 58, 61] attempt
to transfer global-level prior to pixel-level or region-level
learning and acquire visual representations for dense tasks.
Also, UniVIP [37] proposes a three-level pre-training task
and learns versatile representations from non-iconic images.
Recently, MoCo v3 [8] and DINO [3] replace CNNs with
ViT [15] and achieve superior performance.

2.2. Masked image modeling

Motivated by MLM of BERT [14] in NLP, the pioneering
work iGPT [4] operates on sequences of pixels and pre-
dicts unknown pixels. Benefiting from the proposal of Vi-
sion Transformer [11, 15, 42], MIM achieves performance
comparable to CL. MST [35] is the first to introduce MIM
into the siamese structure and proposes the attention-guided
mask strategy. Then, iBOT [69] also adopts the siamese
structure and obtains impressive performance. However,
they have the prior/assumption of image semantic consis-
tency. Besides, BEiT [1] proposes to predict discrete tokens
for masked image modeling, yet its transfer performance
mainly depends on the quality of the pre-trained model VQ-
VAE [56]. Following the MIM design of ViT, SimMIM [63]
predicts pixels of masked patches to perform the MIM task.
Different from the above methods of performing MIM task
in the encoder, MAE [22] designs a special encoder-decoder
structure to make the decoder perform the MIM task and
abandon the MIM-performing module in downstream vi-
sual tasks. Among these methods, MAE shows excellent
performance in various downstream tasks.

2.3. Hybrid methods

An intuitive idea is to combine the above approaches
[27, 32, 35, 44, 50, 52, 54, 64, 65, 67, 69] to achieve
better performance. MST [35] firstly adopts MIM to a
contrastive learning framework [3] and restores the pix-
els of patches, then iBOT [69] predicts the semantic to-
kens. Moreover, DINO v2 [50] achieves SOTA perfor-
mance based on the iBOT through several engineering op-
timizations, with the most significant being data curation.
It reduces the original dataset of 1.3 billion images to 142
million images, primarily using the ImageNet dataset as
the main set of query images. However, it is not suit-
able for training in arbitrary scenarios. More methods
[27, 32, 44, 52, 54, 64, 65, 67] are based on the MAE frame-
work rather than the MST/iBOT architecture, as it conserves
approximately 5 times the computational resources when
compared to the MST/iBOT framework under the ViT-B
setting. Additionally, as the model scales up, the proportion
of saved computational resources increases further. How-
ever, current SOTA methods primarily benefit from con-
trastive learning, thus demonstrating SOTA performance
on the benchmark single-centric-object ImageNet dataset.
When extended to arbitrary or natural scenes, a pronounced
conflict between CL and MAE arises.

3. Approach
3.1. Preliminary

3.1.1 Masked autoencoders
As noted in the prior work [22], for a dataset X without

manual annotations, an image x can be divided into n reg-
ular non-overlapping patches. MAE first samples a subset
of patches and masks the remaining ones, and then acquires
the masked patches xmi

, where i = 1, ..., η and η is the set
of possible masks of length, and visible patches xvj , where
j = 1, ..., κ and κ = n − η. The mask process of these
patches follows a uniform distribution, named the random
mask strategy. Moreover, MAE feds these visible patches
into encoder (ViT) f(·), parameterized by θ, and obtains
the encoded visible tokens, then puts these encoded visible
tokens with mask tokens into decoder g(·) to perform the
MIM task, parameterized by ξ, and obtains the predicted
patches. Finally, MAE minimizes the mean squared error
(MSE) between the reconstructed and original images in the
pixel space. The loss of a single patch prediction is shown
as Eq(1).

Lsingle(i) = ||xmi
− g(ξ; f(θ;xv1 , ..., xvκ ,mask))||2,

(1)

For MAE, the total loss function that trains the complete
dataset is defined as Eq (2).

LMAE = E
x∼X

E
i∼η

Lsingle(i), (2)
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3.1.2 Contrastive learning
Similarly, for an image x in the dataset X , contrastive

learning first generates two views under random data aug-
mentation [5, 18], which are then fed into the network sepa-
rately. Commonly, the network consists of the encoder and
momentum encoder. Then, the two global features zs and
zt can be obtained. Let sim(zs, zt) = z⊤

s zt/∥zs∥∥zt∥
denotes the dot product between ℓ2 normalized zs and
zt (i.e. cosine similarity). The InfoNCE loss function
[5, 21, 48, 59] for a positive pair of examples is defined as
Eq (3), where τ is a temperature coefficient. It pulls one pre-
diction closer to the self-defined pseudo label while pushing
other predictions in a mini-batch apart.

LInfoNCE(x) = − log
exp(sim(zs, zt)/τ)∑

k ̸=s

2N
k=1 exp(sim(zs, zk)/τ)

, (3)

Hence, the total loss function that trains the complete
dataset is defined as Eq(4).

Lcontras = E
x∼X

LInfoNCE(x), (4)

It is noted that the advantage of CL is that semantic learn-
ing and its self-defined pseudo label are acquired by the up-
datable and learnable network.

3.2. The analysis of MAE

According to [46], it is well known that minimizing
MSE can be equivalent to maximum likelihood estimation.
Therefore, a single patch prediction of MAE can be con-
sidered as the mean of a noisy prediction distribution, and
the distribution can be modeled as a Gaussian distribution
in the classic probabilistic interpretation [43] in Eq (5).

p(xmi |xinputs; θ, ξ) = N (xmi ;xpi , σ
2
noiseI), (5)

xinputs is the input tokens and equal to
{xv1 , ..., xvκ ,mask}, xpi

is the single predicted patch,
xmi is the pseudo label corresponding to this patch, and
σnoise is the scale of an independent and identically
distributed error term ϵ ∼ N (0, σ2

noiseI). Meanwhile,
MSE equals to the negative log likelihood (NLL) loss of
the prediction distribution p(xmi

|xinputs; θ, ξ) [46]. The
network trained by MSE predicts a single patch in fact
learns to model p(xmi |xinputs).

MAE shows impressive performance on various down-
stream tasks [22], it reconstructs the masked patches
through learning from a large amount of data, and the
pseudo labels are the masked image and have no interfer-
ence from manual annotations. Hence, it is reasonable to
consider the p(xmi

) is uniform, and the MSE is equivalent
to Eq(6), where C is a constant and equal to p(xmi

), and

the detailed derivation of this section in the Appendix.

Lsingle(i) ∼= − logN (xmi
;xpi

, σ2
noiseI)

+ log

∫
N (xmi

;xpi
, σ2

noiseI) · p(xmi
)dxmi

,

(6)

For the second part of Eq(6), we utilize monte carlo
method to solve p(xmi) and can obtain the Eq(7).∫

N (xmi ;xpi , σ
2
noiseI) · p(xmi)dxmi

≈ 1

N

N∑
b=1

N (xmi(b)
;xpi , σ

2
noiseI)),

(7)

The monte carlo method treats all pseudo labels
in a training batch as random samples from p(xmi

).
Hence, for pseudo labels in a training batch B =
{xmi(1)

, xmi(2)
, ...xmi(N)

}, the loss is defined as Eq(8),
where λ = 2σ2

noise is a temperature coefficient.

Lsingle(i) ∼= − log
exp(−||xpi

− xmi
||2/λ)∑

x′
mi

∈B exp(−||xpi − x′
mi

||2/λ)
,

(8)

According to Eq (3) and Eq (8), it can be observed that
the form of the two loss functions is similar. Both of the two
loss functions pull together the prediction and self-defined
pseudo label in the representation space, and push other pre-
dictions in a mini-batch apart. The MAE adopts the Eu-
clidean distance while the contrastive learning measures the
cosine similarity in representation space. Actually, MAE re-
gards each masked patch as a category and performs patch-
level contrastive learning with unlearnable pixels. It ex-
plicitly aligns the prediction with its corresponding masked
patch and implicitly distinguishes other patches.

From the above description, when confronted with arbi-
trary scenes, MAE and CL will face a severe conflict issue.

3.3. Arbitrary self-supervised learning

Based on the previous analysis, it can be concluded that a
global prior of CL is both unreasonable and conflicts with
MIM when facing arbitrary scenarios. To enable learn-
ing from arbitrary scenarios, can there be a self-supervised
method that harnesses the advantages of CL in seman-
tic learning (learnable self-pseudo labels) and the hetero-
geneous representation learning of MIM, while avoiding
global constraints and conflicts? The answer is affirmative.
In this paper, we propose a new framework, named Arbi-
trary Self-supervised Learning (ASL), to learn from arbi-
trary scenarios while retaining their advantages.

Specifically, we adopt the popular MAE method as the
basic MIM to ensure the initial heterogeneous representa-
tions. Then, inspired by CL using a dual-branch structure
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network

(a) (b)

encoder

transformer  layer

Figure 3. The pipeline of our ASL. The visible patches are fed into the network and the dual-branch features can be obtained by our
designs. Then the encoded features with mask tokens are fed into the decoder and output the predictions. Finally, we pull together the
predictions using L1 loss by one-to-one correspondence. We propose two designs in the network to obtain the dual-branch features: (a)
Dropout in the linear embedding. (b) Asymmetric structure at the end of the encoder. In the figure, we adopt the network to represent (a)
or (b) design. The olive patch represents the mask token.

to generate learnable self-pseudo labels, we propose two
patch-level designs to generate dual-branch features based
on the encoder of MAE while avoiding the global con-
straints. Subsequently, these dual-branch features are fur-
ther processed through a decoder module, and CL is per-
formed between the outputs patch by patch to for semantic
learning. In contrast to traditional CL, our approach does
not entail global data augmentation but instead focuses on
patch-level feature augmentation. The specifics of our de-
signs are outlined as follows:

Dropout in the linear embedding (DLE). According to
previous work in NLP, SimCSE [17] has explored the use
of dropout in word embedding for feature augmentation. In
line with this, we also adopt dropout in the linear embed-
ding of the encoder to perform patch-level augmentation
and acquire two encoded features at the end of the encoder.
The details of our method are described in Figure 3 (a).

Asymmetric structure at the end of the encoder
(AEE). Some prior work [8, 18, 62] have demonstrated that
introducing an asymmetric structure, which essentially is a
nonlinear function, enhances the semantic features. With
this in mind, we incorporate a Transformer layer [57] after
the encoder in our approach to build an asymmetric struc-
ture for patch-level feature augmentation. This step pro-
duces dual-branch features: one is the feature output by the

encoder, and the other is the feature that has passed through
the Transformer layer. Figure 3 (b) illustrates the details of
our method. The design is our default experimental setup.

The methodology described above pertains to the con-
struction of feature augmentation. Our rationale for utiliz-
ing feature augmentation to construct dual-branch features
is primarily based on two considerations: 1) Data augmen-
tation in CL is global and not suitable for patch-level learn-
ing. 2) The asymmetric structure of CL inherently consti-
tutes an implicit form of feature augmentation, and it is
worth exploring whether its success in CL can be extrap-
olated to the broader domain of self-supervised learning.

After feature augmentation, we obtain the dual-branch
features, feaori and feaaug , then we feed them into the
decoder module to obtain the corresponding predictions,
predori and predaug , respectively. The patch-level CL be-
tween the outputs does not employ contrastive loss or cosine
similarity loss but rather L1 loss.

The alignment between any pair is defined as Eq(9),
where sg[·] stands for stop gradient. It is noted that our
alignment method does not include the alignment of [cls]
token according to Section 3.2, which unleashes the poten-
tial of the method for training in arbitrary scenarios.

Ls(i) = ||predorii − sg[predaugi ]||+ ||sg[predorii ]− predaugi ||,
(9)
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The loss function of the complete dataset is defined as
Eq(10).

LSEM = E
x∼X

E
i∼η

Ls(i), (10)

3.4. Objective function

The loss function of our ASL consists of the MAE loss and
the semantic loss. Hence, the total loss of our ASL is for-
mulated as Eq (11), and each loss coefficient is set to be 1
for equally weighted.

Lfinal = LMAE + LSEM , (11)

4. Experiments
4.1. Datasets and evaluation metrics

Pre-training datasets. In the pre-training stage, we select
the four popular visual pre-training datasets, MS COCO
[40], ImageNet [13], CIFAR10 [31], CIFAR100 [31], to in-
vestigate the versatility and transfer ability of the proposed
method. For the COCO dataset, its train2017 set con-
tains ∼118k images. COCO contains more natural and di-
verse scenes and is a non-iconic image dataset. To further
demonstrate the versatility of our algorithm for training in
arbitrary scenarios, we conduct pre-training on both Ima-
geNet and COCO datasets. Given the substantial difference
in data volume between ImageNet and COCO, we select a
subset of ImageNet, referred to as ImageNet-100, to main-
tain a balanced dataset size. Moreover, we pre-train on
ImageNet-1K to demonstrate the effectiveness of ASL on
curated data. Finally, CIFAR-10 and CIFAR-100 datasets
are small-scale image datasets, and they all contain 60000
images with 32 × 32 size that belong to 10 and 100 cate-
gories, respectively. We pre-train models on the CIFAR-10
and CIFAR-100 datasets to demonstrate the effectiveness of
ASL in the small-scale dataset.

Evaluation datasets. In this paper, ASL is evaluated by
the linear probing and fine-tuning classification task on Ima-
geNet, CIFAR-10, and CIFAR-100 datasets, which are pop-
ular image classification datasets. Additionally, for com-
puter vision, object detection, and semantic segmentation
are dense prediction tasks since training images of these
tasks contain massive objects inside each image. The vali-
dation of dense prediction tasks can better reflect the trans-
fer ability of self-supervised models. Therefore, we con-
duct extensive experiments on COCO [40] and ADE20k
[68] datasets to verify the generalization and transfer ability
of ASL. COCO is a popular object detection and instance
segmentation dataset, which train2017 contains about
118k images and test on the val2017 contains 5k images.
The challenging dataset contains human annotations for 80
classes. Moreover, ADE20K is also a challenging seman-
tic segmentation dataset, and it contains about 25k training
images and 2k validation images with 150 categories.

Method Arch. FLOPs Epochs LP APb

Pre-training on COCO dataset:
MAE [22] ViT-B 1× 800 46.8% 49.3%
CMAE [27] ViT-B ∼ 3× 800 46.6% 49.0%
ccMIM [67] ViT-B ∼ 3.3× 800 46.7% 49.0%
SIM [54] ViT-B ∼ 2.8× 800 46.0% 48.7%
iBOT [69] ViT-B ∼ 6× 800 45.2% 48.6%
ASL ViT-B ∼ 1.5× 800 48.6% 50.3%

Table 1. Evaluation of pre-trained models on the COCO
dataset. We report Linear Probing (LP) top-1 accuracy on the
ImageNet-1K val set and bbox mAP on COCO dataset.

Method Arch. Param. Epochs LP FT

Pre-training on ImageNet-100 + COCO:
MAE [22] ViT-B 86 800 74.5% 90.9%
iBOT[69] ViT-B 86 800 71.8% 88.5%
ccMIM [67] ViT-B 86 800 72.3% 88.7%
ASL ViT-B 86 800 79.6% 92.4%
ASL ViT-B 86 4000 85.9% 94.2%

Table 2. ImageNet-100 Top-1 accuracy of different meth-
ods under linear probing (LP) and fine-tuning (FT) setting to
evaluate the performance of the model pre-trained on both
ImageNet-100 and COCO. We report top-1 accuracy on the
ImageNet-100 val set.

The valuation metrics, pre-training settings, and the ex-
perimental settings of downstream tasks in the Appendix.

4.2. Pre-training on COCO dataset

In order to validate the adaptability of our approach for
training in arbitrary scenarios, we initially conduct pre-
training on the COCO dataset and subsequently conduct a
fair comparison with other methods under the same exper-
imental settings. In this comparison, we evaluate the Im-
ageNet linear evaluation and the COCO detection results.
Linear evaluation, which involves using frozen features,
provides a more comprehensive assessment of a model’s
representation. Given that the pre-training experiments are
conducted on the COCO dataset, using human-labeled data
from COCO to test the learned representations is reason-
able. As shown in Table 1, we observe that methods com-
bining MAE with contrastive learning, such as CMAE,
ccMIM, and SIM, exhibit weaker performance when pre-
trained on the COCO dataset, even though they achieved
SOTA performance on ImageNet. This observation sug-
gests that existing SOTA methods are not well-suited for
training in arbitrary scenarios. Furthermore, our approach
demonstrates superior performance after pre-training on the
COCO dataset, surpassing the performance of MAE. Gen-
erally, introducing a dual-branch structure similar to con-
trastive learning typically results in a significant increase in
computational overhead, often exceeding threefold. Diverg-
ing from the emphasis on the encoder in hybrid methods,
our AEE design prioritizes the decoder, significantly reduc-
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Method
Pre-train
Iterations

Dataset
Object detection Instance segmentation

APb APb
50 APb

75 APm APm
50 APm

75

Supervised [9] ∼ 94k ImageNet-1K 47.9% - - 42.9% - -
MoCo v3 [8] ∼ 187k ImageNet-1K 47.9% - - 42.7% - -
BEiT [1] ∼ 249k ImageNet-1K + DALLE 49.8% - - 44.4% - -
MAE [22] ∼ 499k ImageNet-1K 50.4% 70.8% 55.7% 44.9% 68.3% 48.9%
CAE [9] ∼ 499k ImageNet-1K 50.0% 70.9% 54.8% 44.0% 67.9% 47.6%
R-MAE [45] ∼ 115k COCO 50.6% - - 45.0% - -
R-MAE [45] ∼ 250k COCO 50.8% - - 45.2% - -
ccMIM [67] ∼ 249k ImageNet-1K 50.3% 71.2% 55.0% 44.5% 68.4% 47.9%

ASL ∼ 47k ImageNet-100 + COCO 50.7% 71.1% 55.6% 45.0% 68.3% 49.0%
ASL ∼ 236k ImageNet-100 + COCO 51.5% 71.9% 57.2% 45.7% 69.2% 50.0%

Table 3. Results of object detection and instance segmentation on COCO. The architecture of various methods is ViT-B, and we report
the bounding box AP and mask AP on COCO val2017.

Method Dataset
Pre-train
Iterations

ADE
mIoU

Supervised [22] ImageNet-1K ∼ 93k 47.4%
SplitMask [16] ADE20K ∼ 128k 45.7%
MoCo v3 [8] ImageNet-1K ∼ 187k 47.3%
BEiT [22] ImageNet-1K+DALLE ∼ 249k 47.1%
R-MAE [45] COCO ∼ 115k 46.8%
R-MAE [45] COCO ∼ 250k 47.0%
ccMIM [67] ImageNet-1K ∼ 249k 47.7%
MAE [22] ImageNet-1K ∼ 499k 48.1%

ASL ImageNet-100 + COCO ∼ 236k 48.4%

Table 4. Results of semantic segmentation on ADE20K. We
report results measured by mIoU.

ing computational costs in comparison. Meanwhile, due to
the fixed-size and lightweight design of the decoder, our de-
sign incurs decreasing computational overhead as the model
scale increases. This highlights the potential of our method
for pre-training in non-iconic scenarios.

4.3. Pre-training on both COCO and ImageNet

To further demonstrate the adaptability of ASL across di-
verse scenarios, we conduct the pre-training experiments on
both ImageNet-100 and COCO datasets. We assess the per-
formance of the model on benchmark tasks: image classi-
fication, object detection, and semantic segmentation. The
ASL models are primarily trained with 800 epochs and 4000
epochs, with the number of training iterations for the 4000-
epoch training similar to that of the ImageNet-1K iterations
for the 800-epoch training.

4.3.1 Image classification

Since our training data comprises the ImageNet-100
dataset, we conducted testing for classification performance
through both linear probing and fine-tuning on ImageNet-
100. The experimental results are presented in Table 2. The

results of pre-training observed from the table align with
those of pre-training solely on COCO: ccMIM exhibits rel-
atively weak performance in the context of the pre-training.
This can be attributed to conflicts between CL and MAE
when dealing with arbitrary scenarios. In contrast, our
method successfully mitigates such conflicts and produces
more robust representations in arbitrary scenarios.

4.3.2 Object detection and instance segmentation

To verify the transfer ability of ASL, we test it on ob-
ject detection and instance segmentation with COCO [40]
dataset. Here we report Box AP and mask AP on the vali-
dation set. According to the benchmark validation [22, 33],
we choose the Mask R-CNN [20] as the test framework.
Due to variations in the sizes of the pre-training datasets
used, we opt to avoid epoch-based comparisons in this sce-
nario. We convert epochs to a fixed batch size of 4096 it-
erations for a fair comparison. Table 3 shows the results of
the learned representation by supervised method and dif-
ferent self-supervised methods. It shows our ASL, with
approximately 236k iterations (4000 epochs), achieves im-
pressive performance and outperforms 1600-epoch MAE,
1600-epoch CAE and 800-epoch ccMIM pre-trained on
ImageNet. ASL surpasses various supervised and self-
supervised models pre-trained on ImageNet and COCO, in-
dicating its success in arbitrary scenarios.

4.3.3 Semantic segmentation

To further evaluate the generalization of our method,
we conduct the semantic segmentation experiments on
ADE20K dataset [68]. As shown in Table 4, ASL achieves
the 48.4% mIoU. It also outperforms various supervised and
self-supervised models pre-trained on ImageNet.

Overall, our ASL shows impressive performance on var-
ious mainstream visual benchmark tasks when pre-training
on both COCO and ImageNet-100, which demonstrates
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Method LP FT APb APm mIoU

MAE 67.8% 83.6% 50.4% 44.9% 48.1%
ASL 69.2% 84.2% 51.3% 45.7% 49.2%

Table 5. The ImageNet-1K pre-training results. We report Ima-
geNet classification, COCO detection, and instance segmentation,
as well as ADE20k semantic segmentation results.

Method CIFAR-10 CIFAR-100
Linear Prob. Finetuning Linear Prob. Finetuning

Supervised [26] - 91.3% - 64.1%
DINO [3] 89.0% 94.4% 65.8% 76.3%
MAE [22] 87.3% 95.9% 54.0% 81.1%
ASL 91.4% 96.5% 60.3% 82.1%

Table 6. Linear probing and fine-tuning classification results
on small-scale datasets. We adopt ViT-S as the base model.

ID DLE AEE alignment FLOPs Top-1 APb

(a) × × × 1× 46.8% 49.3%
(b) ✓ × × ∼ 2× 46.5% 49.1%
(c) ✓ × ✓ ∼ 2× 48.5% 50.4%
(d) × ✓ × ∼ 1.5× 46.6% 49.2%
(e) × ✓ ✓ ∼ 1.5× 48.6% 50.3%

Table 7. Ablations for ASL: Effect of feature augmentation.
We conduct pre-training experiments on COCO dataset and report
linear evaluation on ImageNet-1K and detection results on COCO.

ASL has the ability to learn general visual representations
from arbitrary scenarios.

4.4. Pre-training on ImageNet-1K

Our method is designed for learning visual representations
from uncurated arbitrary scenarios, and it can also yield
stronger representations when applied to meticulously cu-
rated datasets. To demonstrate this point, we conduct ex-
periments on the curated ImageNet dataset. As depicted in
the experimental results shown in Table 5, ASL exhibits su-
perior performance across various downstream tasks com-
pared to MAE, highlighting the versatility of our approach.

4.5. Small-scale data pre-training

As shown in Table 6, the results of our method on these
small datasets all show impressive performance. With the
same training settings for all experiments, ASL consistently
improves MAE by at least 4.1% for linear probing. How-
ever, MIM still lags behind CL in linear evaluation on CI-
FAR100 and its advantage lies in the fine-tuning superior
performance. Our fine-tuning results also reveal it. Totally,
these results suggest that ASL is effective and can learn
more semantic features than MAE in small-scale datasets.

4.6. Ablation study

The effect of feature augmentation. We propose two de-
signs to obtain a dual-branch structure by performing fea-
ture augmentation. As shown in Table 7, (a) is the results
of MAE as the baseline when pre-trained on COCO. Table

7 (b) indicates the results of the DLE design are slightly
inferior to the baseline. However, the results outperform
the baseline MAE when aligning the predictions accord-
ing to (c). Similarly, the results for (d) using AEE are not
as favorable as MAE, while the results for (e) incorporat-
ing alignment operations outperform MAE. These experi-
mental findings collectively indicate that creating learnable
pseudo labels based on feature augmentation during the pre-
training phase can improve the representation of pre-trained
models. Due to the relatively comparable performance of
(e) and (c), with (e) incurring significantly lower computa-
tional costs, we opt for (e) as the final experimental design.

The effect of alignment loss. We compare two loss
functions: one commonly used in contrastive learning,
which is cosine similarity loss, and the other is L1 loss. The
following is a comparison between cosine similarity loss
and L1 loss:

MAE cosine similarity loss L1 loss [cls] align
46.8% 47.6% 48.6% 45.6%

From the above, experimental results indicate that the L1
loss facilitates the model in learning better representations
compared to cosine similarity loss. Besides, we conduct an
additional experiment involving alignment with the [cls]
token on top of the L1 loss. The results indicate that in-
troducing global contrastive learning during pre-training on
the COCO dataset has a detrimental effect on performance.

5. Conclusions

This paper points out the inability of current hybrid SOTA
methods to extend training to arbitrary scenarios due to the
conflict between MAE and CL. It then theoretically identi-
fies the root of the issue as MAE being patch-level CL, con-
flicting with global CL. To address this conflict, we intro-
duce a novel self-supervised learning method ASL to learn
visual representations from arbitrary scenarios. Specifi-
cally, this paper abandons the global-level consistency of
CL and proposes explicit patch-level learning. ASL adopts
patch-level feature augmentation to generate dual-branch
features by the encoder of MAE, then these features per-
form patch-level learning through a decoder module. Fi-
nally, ASL can learn heterogeneous representations while
avoiding the conflicts. Our method demonstrates robustness
and versatility in multiple pre-training datasets and down-
stream visual tasks. We expect that our study will draw the
attention of the community to large-scale pre-train from ar-
bitrary scenarios and contribute to the development of vi-
sual foundation models.
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