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Abstract

Deep Convolutional Neural Networks (DCNNs) have
achieved remarkable performance in synthetic aperture
radar (SAR) object detection, but this comes at the cost of
tremendous computational resources, partly due to extract-
ing redundant features within a single convolutional layer.
Recent works either delve into model compression meth-
ods or focus on the carefully-designed lightweight models,
both of which result in performance degradation. In this
paper, we propose an efficient convolution module for SAR
object detection, called SFS-Conv, which increases feature
diversity within each convolutional layer through a shunt-
perceive-select strategy. Specifically, we shunt input feature
maps into space and frequency aspects. The former per-
ceives the context of various objects by dynamically adjust-
ing receptive field, while the latter captures abundant fre-
quency variations and textural features via fractional Ga-
bor transformer. To adaptively fuse features from space and
frequency aspects, a parameter-free feature selection mod-
ule is proposed to ensure that the most representative and
distinctive information are preserved. With SFS-Conv, we
build a lightweight SAR object detection network, called
SFS-CNet. Experimental results show that SFS-CNet out-
performs state-of-the-art (SoTA) models on a series of SAR
object detection benchmarks, while simultaneously reduc-
ing both the model size and computational cost.

1. Introduction
Synthetic aperture radar (SAR) is an active microwave
imaging remote sensing device that can capture the Earth’s
surface around the clock and in all weather conditions. Due
to the unique imaging mechanism and rich electromagnetic
scattering characteristics, SAR images are widely used in
ocean monitoring, resource exploration, land cover clas-
sification and disaster investigation [3, 38, 39, 44]. With
the development of Deep Convolutional Neural Networks
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Figure 1. Visualization of feature maps. On the left are the input
image and attention heat maps for ordinary convolution and SFS-
Conv. Numerous feature maps from ordinary convolutions exhibit
much pattern similarities, where four similar feature map group
examples are annotated with the same-colored boxes (above). In
contrast, the feature maps of SFS-Conv demonstrate greater diver-
sity and distinctiveness (blow).

(DCNNs) and the maturity of SAR imaging technology, an
increasing number of DCNN-based methods have demon-
strated excellent performance in SAR object detection task.
However, their success heavily relies on intensive comput-
ing and storage resources, which poses serious challenges
to their deployment in resource-limited environment.

To address these challenges, researchers have explored
various types of model compression strategies and network
designs to improve the efficiency of SAR object detection
[34, 39, 45]. The former includes network pruning, knowl-
edge distillation, low-rank decomposition, and parameter
sparsity. These compression techniques are identified as
post-processing methods, thus their performance is typi-
cally limited by the quality of the original model. Net-
work design is another approach aimed at reducing the in-
herent redundancy of dense model parameters and devel-
oping a lightweight network. Recent works attempt to use
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groupwise convolution (GWC) [18], pointwise convolution
(PWC) [31] and depthwise convolution (DWC) [33] to build
lightweight SAR object detection models [9, 23, 38, 39, 44],
so as to enhance detection performance.

Despite the advances, these general convolutions are not
initially designed for SAR object detection task. Since SAR
images are typically captured at high resolutions from an
overhead perspective. Particularly, most objects in SAR
images are small, and often obscured by speckle noise.
Therefore, it is challenging to identify objects based on ap-
pearance alone. Instead, surrounding environment of ob-
jects can offer valuable cues for recognition, such as object
shape, orientation, and other characteristics [24]. In addi-
tion, the imaging principle of SAR relies on recording the
interaction between the radar system and objects, which re-
sults in the formation of echo signals. Frequency domain
analysis can decompose these echo signals into a series of
frequency components, where each component represents
distinct scattering characteristics exhibited by objects. Ac-
cording to the above points, we conclude two important pri-
ors for SAR object detection: i) Object-adaptive receptive
fields facilitate accurate identification. As objects in SAR
images exhibit diverse scales, object detectors with fixed
receptive fields may yield incorrect classification results. ii)
Frequency features play a pivotal role in SAR object detec-
tion. SAR imaging is often susceptible to intricate back-
ground interference, making it difficult to distinguish object
features from clutter noise based solely on spatial informa-
tion.

Inspired by the aforementioned discussions, we design a
shunt-perceive-select strategy to fully exploit the potential
of channels, with the goal of enhancing the discriminative
feature representation ability while reducing the parameter
quantity and computational complexity. To this end, we de-
vise a novel Space-Frequency Selective Convolution (SFS-
Conv) module tailored for SAR object detection, which
consists of three units, a spatial perception unit (SPU), a
frequency perception unit (FPU), and a channel selection
unit (CSU). The input features are first shunted into space
and frequency aspects, and then separately fed into the SPU
and FPU to perceive the object’s distinctive features such
as position, orientations and texture in a more fine-grained
manner. Specifically, SPU employs dynamically adjustable
convolution kernels to adapt to the abundant context of dif-
ferent objects, thereby effectively modeling relationships
between objects and their surrounding environment. The
core of FPU is the fractional Gabor transformer, which is
used to extract high-frequency texture features at multiple
scales and orientations and suppress speckle noise in SAR
image. Subsequently, CSU adaptively and selectively fuses
the outputs of SPU and FPU to preserve the most represen-
tative features in a parameter-free manner. Building upon
SFS-Conv, we propose a lightweight SAR object detection

network, termed as SFS-CNet, which enhances the repre-
sentation capacity of the object features.

To the best of our knowledge, this is the first convolu-
tional approach capable of extracting distinctive informa-
tion in both spatial and frequency dimensions within a sin-
gle convolutional layer. Most existing SAR object detec-
tion methods achieve this by introducing additional spa-
tial or frequency attention modules. However, these meth-
ods inevitably increase model complexity, leading to fea-
ture redundancy. In contrast to these methods, SFS-Conv
enhances the discriminative representation and diversity of
convolutional features without increasing the number of
channels. In such way, it maintains fewer model parameters
and floating point operations (FLOPs). Extensive experi-
ments on benchmark datasets demonstrate that the proposed
SFS-Conv reduces redundancy in standard convolutions by
emphasizing more representative features. Our contribu-
tions are summarized as follows:

• We propose a space-frequency selection convolution,
called SFS-Conv, which employs a shunt-perceive-
select strategy to enhance the diversity and distinctive-
ness of features within a convolutional layer while di-
minishing redundancy in the channel dimension.

• We propose a novel network for SAR object detection
based on SFS-Conv, termed as SFS-CNet. It achieves
remarkable performance with only 18% parameters
and 24% FLOPs compared with the state-of-the-art
(SoTA) YOLOv8s.

• Extensive experiments and ablation studies validate
the efficacy of our SFS-Conv, achieving accuracies of
96.2% on HRSID [36], 89.7% on SAR-AIRcraft-1.0
[35] and 99.6% on SSDD [20], respectively.

2. Related work

2.1. SAR Object Detection Methods

Two-stage SAR object detectors usually rely on the RCNN
[28] framework, which consists of a region proposal net-
work (RPN) and several detection heads. The RPN pro-
poses high-quality regions of interest (RoIs) from the back-
bone features, while detection heads are responsible for ob-
ject classification and bounding box regression. The main
efforts of two-stage methods are devoted to generating bet-
ter region proposal, for which several variations on the
RCNN framework have been proposed [17, 20, 22]. DAPN
[3] uses an attention mechanism to highlight salient features
and improve the modeling of multi-scale objects. FFCV
[14] introduces fast nonlocal mean (FNLM) filter to reduce
background noise and enhance the structural information of
the target slice. However, two-stage approaches require fil-
tering a large number of candidate boxes, resulting in large
time and computing overhead.

One-stage detection framework does not rely on the pro-
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Figure 2. The proposed SFS-Conv module.

posed anchor points or regions but classifies and regresses
oriented bounding boxes directly from densely sampled grid
anchors. LMSD-YOLO [9] leverages DSC [12] to adap-
tively fuse the backbone’s extracted multi-scale features for
more accurate predictions. To effectively mitigate sea clut-
ter in SAR images, YOLO-FA [42] introduces a frequency
attention module to generate adaptive frequency weights
before spatial feature extraction. CoLD [34] employs op-
tical object detection network as a teacher to guide SAR
object detection network, improving the localization qual-
ity of oriented bounding boxes.

Although the aforementioned methods have shown
promising results in SAR object detection tasks, they ei-
ther introduce numerous multi-scale and attention-related
modules to ensure detection accuracy or blindly pursue
lightweight and detection speed, which may lead to a de-
cline in detection performance. In contrast, we focus on
redesigning the convolution to extract diverse and represen-
tative information in both spatial and frequency domains,
rather than simply stacking modules. This approach allows
us to achieve optimal performance while maintaining ex-
tremely low inference times.

2.2. Efficient Convolution Design

Convolution design aims to reduce the inherent redundancy
of dense parameters in deep models and further develop
lightweight network architectures. AlexNet [19] introduces
the concept of GWC, which divides channels into different
groups for parallel convolution operations to improve com-
putational efficiency. Inception [31] adopts split-transform-
merge strategy and achieves low theoretical complexity
with compelling accuracy. Meanwhile, some novel con-
volutional filters like PWC [31] and DWC [33] are widely
used for efficient model design by reducing inter-channel
density connections. Evolved from Inception, ResNeXt
[37] replaces traditional convolutions with sparsely con-
nected group convolutions to reduce redundancy in inter-
channel connectivity. To further reduce connection den-
sity, MobileNet [12] takes advantage of depthwise separable
convolution (DSC), which utilizes DWC for spatial infor-

mation extraction and PWC for channel information fusion
successively. Moreover, ShuffleNet [46] adopts GWC on
1x1 convolutions followed by channel shuffle operation.

However, as shown in Fig. 1, numerous feature maps ex-
hibit pattern similarity, indicating that standard convolution
operations may produce redundant information. GhostNet
[10] and SPConv [43] also point out redundancy among fea-
ture maps, both employing lightweight operations to learn
channel-wise redundancy. SCConv [21] proposes a two-
step compression approach to jointly reduce spatial and
channel redundancy in convolutional layers. The above
methods primarily suppress redundant information in fea-
ture maps and ignore to generate more discriminative and
diverse features. Additionally, SAR images usually contain
a significant amount of speckle noise, and it is insufficient
to focus only in the spatial or channel dimension. Our SFS-
Conv extracts diverse features in spatial and frequency di-
mensions and further selects more representative features,
resulting in improved performance.

3. Method
3.1. Ordinary Convolution

Let X ∈ RL×H×W , Y ∈ RM×H′×W ′
denote the input

and convolved output tensors with L input channels and M
output channels respectively. Eq. (1) gives the k× k convo-
lutional kernels operation 1 of value YM,h′,k′ at the spatial
position (h′, w′):

YM,h′,w′ =

L−1∑
z=0

k−1∑
i=0

k−1∑
j=0

Xz,h+i,w+j ∗Kz,i,j,M , (1)

where Xz,h,w represents the value in X at spatial position
(h,w) and channel z, ∗ is an element-by-element product
operation, and K ∈ RL×k×k×M represents square k × k
kernels, which are used to convolve L input channels into
M output channels for feature extraction. The convolution
operation is both local and linear. As each convolutional

1To simplify the notation, we omit the bias term.
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kernel slides across the entire input, it operates in a local
manner without considering global context or prior knowl-
edge. This can result in the repetitive extraction of unnec-
essary or similar features in feature maps.

3.2. Space-Frequency Selective Convolution

The proposed SFS-Conv module is illustrated in Fig. 2,
which consists of three units, a spatial perception unit
(SPU), a frequency perception unit (FPU), and a chan-
nel selection unit (CSU). Specifically, through SPU and
FPU, the SFS-Conv obtains spatial-refined features Y s and
frequency-refined features Y f , respectively. Then, repre-
sentative features Y are reserved through CSU operation.

Before feeding the input feature maps X ∈ RC×H×W

into SPU and FPU, we first partition X into two aspects in
a ratio of α. One is used to represent the spatial aspects,
denoted as Xs ∈ R(1−α)C×H×W , providing spatial infor-
mation. The other is employed for the frequency aspects,
denoted as Xf ∈ RαC×H×W , to complement frequency
characteristics. Subsequently, we use two 1 × 1 PWCs to
individually adjust Xs and Xf , making them more suit-
able for the next step of feature extraction in spatial and
frequency dimensions.

3.2.1 SPU for Spatial Context Representation

Referring to the aforementioned priors (i), as described in
Sec. 1, we introduce a spatial perception unit (SPU) that
dynamically models contextual information across various
scales. Specifically, we first partition the feature map chan-
nels, and then adopt multiple kernels of different sizes to
obtain multi-scale features. In addition, we construct hi-
erarchical residual connections between kernels to further
expand the receptive field for each convolution layer. As
shown in Fig. 3, we evenly split the spatial part Xs into
n feature map groups Xs

g , where g ∈ {1, 2, . . . , n}. Each
group Xg has the same spatial dimension as Xs but has
only 1/n channel length. For each Xs

g , there exists a cor-
responding convolution kernel with size of kg , denoted as
Kg ∈ RC×kg×kg×C . For simplicity, we omit the summa-
tion operations of each dimension in convolution. There-
fore, the output Y s

g of the Kg can be represented as:

Y s
g =

{
Xs

g ∗Kg, g = 1(
Xs

g + Y s
g−1

)
∗Kg, 1 < g ≤ n

. (2)

Specifically, for the g−th group of convolution kernels, the
expansion of kernel size kg and the receptive field RFg are
defined as follows:

kg+1 = kg + 2, k1 = 3,

RFg+1 = RFg + (kg+1 − 1) .
(3)

As each convolution Kg could receive feature information
from all feature groups {Xs

i , i < g}, the output Y s
g exhibits

Concat

Figure 3. The proposed Spatial Perception Unit (SPU).

a larger receptive field than preceding group {Y s
i , i < g}.

This multi-scale manner is conducive to capturing rich and
valuable visual context, facilitating accurate identification.
To better fuse information at different scales, we concate-
nate all groups along the channel and pass them through a
1× 1 convolution, which is denoted as:

Y s =

C−1∑
i=0

[
Y s
1 , Y

s
2 , . . . , Y

s
g

]
i
∗Ki,C , (4)

where [· · · ] represents concatenate operation, Y s is the
spatial-refined features. In SPU, we use g as a control pa-
rameter of the scale dimension. A larger g can allow chan-
nels within the same convolutional layer to respectively ac-
count for multi-granularity features, thereby reducing simi-
lar features and enhancing feature representation capability.

3.2.2 FPU for Frequency Analysis

Referring to the aforementioned priors (ii), as described in
Sec. 1, we introduce a Frequency Perception Unit (FPU). In
SAR scenes, objects typically exhibit characteristics across
multiple scales and orientations, making traditional con-
volution kernels potentially inflexible in feature extraction
and leading to feature redundancy. For example, in a sce-
nario where an object undergoes rotation, features extracted
by traditional convolution kernels may struggle to adapt to
the new direction, necessitating more kernels to cover fea-
tures in different directions. The Gabor Transform (GT) has
demonstrated superiority in object recognition, particularly
in cases involving frequent changes in scale and rotation
[26]. Additionally, the Fractional Fourier Transform (FrFT)
has proven effective in mitigating Doppler Shifts caused by
multiple moving objects [30]. Based on this, we attempt
to incorporate the Fractional Gabor Transform (FrGT) [47]
into SAR object detection. This transformation guides con-
volution kernels in extracting high-frequency texture fea-
tures at multiple scales and orientations, effectively sup-
pressing speckle noise in SAR images.

Fractional Gabor Transformer. FrGT replaces the
conventional Fourier transform with the FrFT in the defi-
nition of the GT [47]. For signal s(x), Eq. (5) provides the
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definition of standard FrGT (one-dimensional and continu-
ous), whose mathematical definition is given by:

Gα
s (p, q) =

∫
s(x)ḡ(x− q)B(p, x, α)dx,

B(x1, x2, α) =
√
1− i cotα exp{iπ[(x2

1 + x2
2) cotα

− 2x1x2 cscα]},

(5)

where g(·) is a window function,¯stands for the complex
conjugate, B(x1, x2, α) is a transform kernel, α = Pπ/2
is the transform angle, P is the transform order, and p and
q are the coordinates in the space and the FrFT domain,
respectively. In order to modulate Conv2D, we extend stan-
dard FrGT to 2-D discrete space [26, 41]. For an image
f(x, y) ∈ RC×H×W , the FrGT can be formulated as:

Gα
f (x, y, u, v) =

H−1∑
i=0

U−1∑
m=0

B(i,
m

UT1
, α)ḡ(i−m)W−1∑

j=0

V−1∑
n=0

f(i, j)B(j,
n

V T2
, α)ḡ(j − n)

 ,

(6)

where x, y and u, v are the coordinates in the space and the
FrFT domain, H and W are the size of the input image, U
and V are the numbers of samples in the fractional domain,
T1 and T2 are sampling intervals.

Convolutional Fractional Gabor Kernels (FrGK). To
empower standard convolutional kernels within the same
convolutional layer to capture texture features with diverse
scales and orientations, we employ FrGT filters to modulate
ordinary convolutional kernels, as described by [26]:

Kv
i,u = Ki,o ∗G(u, v), (7)

where Ki,o is a learned k × k kernel with i input channels
and o output channels, Gu,v represents a group of FrGT fil-
ters with different orientations and scales. Due to the rota-
tion equivariance property of the FrGT, we can share param-
eters across different orientations of FrGK Kv

i,u in v-scale,
where u ∈ {0, U − 1} and v ∈ {0, V − 1}. To facilitate
implementation, we set the number of FrGK channels to N
times the number of Gabor orientations U . Thus, a learned
kernel Kv

i,U ·N with i input channels and U ·N output chan-
nels is obtained by concatenating N FrGK kernels with the
same scale but different orientations, which is denoted as:

Kv
i,U ·N =

[
Kv

i,U0
,Kv

i,U1
, · · · ,Kv

i,UN−1

]
. (8)

For input features Xf with C channels, we divide them into
V groups Xfv , v ∈ {0, V − 1}. Each Xfv requires N =
C/V U convolutional kernels to generate the corresponding
frequency features Y fv , as indicated below:

Y fv = Xfv ∗Kv
i,C/V , (9)

Fractional Gabor Kernels

Scale  Increase

Figure 4. The proposed Frequency Perception Unit (FPU).

Finally, we concatenate all Y fv to obtain the frequency-
refined features Y f = [Y f0 , Y f1 , · · · , Y fV −1 ].

3.2.3 CSU for Parameter-Free Fusion

So far, we have obtained the spatial-refined features Y s and
the frequency-refined features Y f . Since these two kind
of features originate from different input channels, a fusion
method is needed to adaptively select more discriminative
features. Specifically, we first use global average pooling
(GAP) to collect globally spatial and frequency information
with channel-wise statistics Sn ∈ RC×1×1, n ∈ {s, f},
which can be represented as:

Sn = GAP (Y n) =
1

H ×W

H−1∑
i=0

W−1∑
i=0

Y n
i,j . (10)

Next, we stack Ss and Sf together and use channel-
wise soft attention operation to generate feature selectivity
weights γ, β ∈ RC , which are defined as follows:

γ =
eS

s

eSs + eSf , β =
eS

f

eSs + eSf . (11)

Finally, under the guidance of feature selectivity weights γ
and β, the final output Y can be obtained by merging Y s

and Y f as follows:

Y = γY s + βY f . (12)

Overall, by arranging SPU, FPU and CSU through the
shunt-perceive-select strategy, the proposed SFS-Conv is
established, which can extract informative and discrimina-
tive object features in SAR images.

3.3. SFS-CNet Architecture

With SFS-Conv, we present a lightweight SAR object de-
tector named SFS-CNet, and its framework is depicted in
Fig. 5. Specifically, we construct the backbone network
by continuously stacking four CBR and SFS-Conv mod-
ules, where CBR is a downsampling module composed of a
3 × 3 convolution with a batch normalization (BN) layer
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Methods Params. FLOPs Infer. Time All Offshore Inshore
(M) (G) (ms/img) R P AP50 AP75 F1 R P AP50 AP75 F1 R P AP50 AP75 F1

Faster R-CNN [28] 41.30 138.5 18.0 81.5 86.1 86.5 73.6 83.7 95.4 96.8 97.7 94.4 96.1 71.1 77.4 78.4 58.4 74.1
Mask R-CNN [11] 43.99 188.4 24.9 82.3 87.1 87.9 75.0 84.6 96.2 97.3 98.3 94.1 96.7 71.7 78.2 79.2 60.8 74.8
Cascade R-CNN [1] 69.15 159.2 23.1 81.8 86.2 86.6 76.8 83.9 95.6 96.8 98.1 95.3 96.2 72.4 78.8 79.5 69.3 75.5
Cascade Mask R-CNN [1] 77.05 - - 82.6 88.0 88.3 77.2 85.2 96.3 97.4 98.5 95.3 96.8 73.2 79.3 80.0 64.7 76.1
HTC [2] 80.02 - - 82.4 86.9 87.6 78.5 84.6 96.9 97.4 98.7 96.1 97.1 74.8 81.0 82.1 71.2 77.8
HRSDNet [36] 91.03 - - - - 89.3 79.8 - - - 98.6 96.0 - - - 81.3 68.3 -
RetinaNet [25] 36.25 139.2 16.4 77.2 82.9 83.7 66.5 79.9 95.6 96.2 97.6 92.5 95.9 61.5 69.6 69.3 42.7 65.3
FCOS [32] 32.11 123.3 17.4 76.8 80.1 80.7 57.3 78.4 95.8 96.7 97.8 87.5 96.2 57.3 64.3 64.5 33.7 60.6
CenterNet [5] 32.13 123.0 18.4 82.0 86.4 87.0 64.9 84.1 95.9 96.7 97.9 90.6 96.3 71.3 76.7 77.6 46.0 73.9
YOLO-FA [42] 6.86 - 14.7 87.6 93.1 93.5 - 90.3 - - - - - - - - - -
YOLOv3 [27] 61.50 77.4 13.2 84.6 91.0 91.9 74.0 87.7 96.1 97.3 98.2 75.6 96.7 79.0 68.5 75.7 21.0 73.4
YOLOX-Nano [7] 0.90 0.5 15.9 72.8 79.4 80.1 54.8 76.0 94.3 95.7 96.9 87.4 95.0 72.5 79.9 80.1 26.7 76.0
YOLOv5n [15] 1.92 4.5 6.3 84.3 90.7 91.4 70.4 87.4 96.0 97.5 98.2 80.5 96.7 77.9 68.6 75.7 47.1 73.9
YOLOv5s [15] 7.21 16.5 6.4 89.3 94.2 95.4 83.3 91.7 97.2 98.1 98.9 93.3 97.6 79.9 85.5 86.9 65.7 82.6
YOLOv8n [16] 3.01 8.9 12.2 86.9 93.0 93.7 80.2 89.8 96.2 97.8 98.8 94.2 97.0 72.6 83.6 80.3 57.1 77.7
YOLOv8s [16] 10.65 28.4 14.1 90.8 95.0 96.2 87.2 92.9 96.6 98.6 99.2 96.0 97.6 79.1 88.1 87.3 70.2 83.3
ROI Transformer [4] 55.03 - 50.5 84.0 - 79.7 49.4 - 94.7 97.4 90.7 - 96.0 56.1 80.1 58.0 - 66.0
PVT-SAR [48] 31.43 - - - - - - - 96.6 98.0 90.8 - 97.3 73.2 74.9 72.0 - 74.0
SFS-CNet (ours) 1.86 6.9 8.6 88.8 95.1 95.7 84.5 91.8 96.5 98.1 98.8 94.9 97.3 78.0 84.9 85.9 63.7 81.3
SFS-CNet † (ours) 1.86 6.9 8.6 90.9 95.1 96.2 86.8 93.0 96.4 98.5 99.1 95.5 97.4 78.3 88.9 87.5 69.5 83.3

Table 1. Comparison of SFS-CNet and SoTA methods on HRSID data set. The best and second best performance are highlighted in bold
and underline. ‘†’ represents using the OGL strategy.

and a rectified linear unit (ReLU). Our detector takes a
640×640×3 image as input, and after first downsampling,
the number of channels becomes C = 32. For the CBR
module, the space reduction ratios of the four stages are all
2. Then, we perform two upsampling operations (i.e., CBR,
Upsample, Concat) to achieve detection at a larger resolu-
tion of H

8 × W
8 × 4C, where H and W represent the height

and width of the input image.
Object-level Gradient-induced Learning In SAR im-

agery, the gradient of the image reflects directional changes
in scatter intensity between neighboring positions, provid-
ing crucial information about object features and structures.
Inspired by the success of DGNet [13] in camouflaged ob-
ject detection, we propose an object-level gradient-induced
learning (OGL) strategy to emphasize detailed object tex-
tures. Instead of directly using the raw gradient map, we
apply the Canny edge detector within the bounding box area
where the objects are located in SAR image, formulated as:
go = Canny(bbox(X)). Unlike previous methods, OGL
not only preserves gradient cues at object boundaries and
interior regions but also considers the retention of surround-
ing gradients near the object. This refinement allows SFS-
CNet to better understand contextual information, leading
to improved accuracy and robustness, particularly in dense
or complex backgrounds. In addition, OGL is employed
exclusively during training, thereby avoiding an increase in
computational complexity and time during inference.

4. Experiments
4.1. Implementation Details

In our experiment, we present the results of object detection
models on HRSID, SAR-Aircraft-1.0 and SSDD data sets.
To assess the effectiveness of our model, we utilize four
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Figure 5. The proposed SFS-CNet framework.

metrics commonly employed in prior research: Recall (R),
Precision (P ), F1-score (F1), and Average Precision (AP ).
Additionally, we provide details on parameters, FLOPs and
the inference time (Infer. Time) for a single image. All
reported FLOPs and inference times are calculated using a
640× 640 image input with batch size = 1. We use Xavier
init [8] to randomly initialize parameters of other compo-
nents in our network. The proposed SFS-CNet is optimized
for 300 epochs using the SGD [29], with an initial learn-
ing rate of 0.01, and weight decay and momentum set to
5 × 10−4 and 0.9, respectively. Training is conducted on a
single RTX3090 GPU.

4.2. Main Results

Results on HRSID. We evaluated the performance of our
SFS-CNet against 18 SoTA methods on HRSID data set.
The results presented in Tab. 1 demonstrate that our pro-
posed method achieves optimal performance across all met-
rics when compared to models with similar parameters and
FLOPs, such as YOLOv5n and YOLOv8n. In contrast to
the larger-sized YOLOv8s, SFS-CNet achieves detection
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Methods mAP A330 A320/321 A220 ARJ21 Boeing737 Boeing787 other
AP50 AP75 AP50 AP75 AP50 AP75 AP50 AP75 AP50 AP75 AP50 AP75 AP50 AP75

Faster R-CNN [28] 76.1 85.0 85.0 97.2 87.7 78.5 58.7 74.0 55.2 55.1 42.8 72.9 60.5 70.1 45.4
Cascade R-CNN [1] 75.7 87.4 87.4 97.5 73.9 74.0 49.1 78.0 59.0 54.5 39.1 68.3 57.6 69.1 46.1
RepPoints [40] 72.6 89.8 66.4 97.9 84.9 71.4 49.4 73.0 50.9 55.7 36.6 51.8 41.8 68.4 43.1
SkG-Net [6] 70.7 79.3 66.4 78.2 49.6 66.4 29.8 65.0 37.7 65.1 48.7 69.6 51.6 71.4 41.4
SA-Net [35] 77.7 88.6 88.6 94.3 86.6 90.3 55.0 78.6 59.7 59.7 41.8 70.8 60.4 71.3 47.7
RetinaNet [25] 72.3 92.0 70.1 92.6 58.4 73.0 41.7 63.2 47.1 47.8 25.3 65.4 50.0 67.0 42.3
FCOS [32] 55.2 30.8 29.5 65.6 64.5 60.2 33.0 57.6 35.5 41.9 20.2 46.8 34.3 62.6 33.0
CenterNet [5] 71.1 91.4 69.3 92.3 64.4 70.5 44.0 64.6 45.6 47.3 26.4 65.9 49.7 66.1 41.0
YOLOv3 [27] 83.9 91.8 90.8 96.9 97.0 86.5 69.6 77.5 61.4 77.0 52.6 76.4 65.8 82.4 57.2
YOLOX-Nano [7] 81.3 95.6 74.7 96.9 74.8 79.7 45.3 78.7 39.5 66.6 39.7 78.2 51.1 73.8 37.7
YOLOv5n [15] 88.2 88.2 83.3 98.9 68.2 84.6 52.5 86.6 56.1 75.0 69.3 95.2 77.6 84.7 54.4
YOLOv5s [15] 89.0 92.1 92.1 98.9 73.1 87.4 60.7 86.4 56.9 76.3 70.2 96.2 86.7 85.1 59.0
YOLOv8n [16] 88.4 93.1 92.0 97.2 73.1 85.6 56.3 86.1 66.1 74.7 70.5 91.1 82.6 83.1 58.1
YOLOv8s [16] 89.6 95.0 95.2 97.7 88.5 95.8 60.2 86.6 65.0 78.9 74.2 90.9 81.8 84.4 59.6
SFS-CNet (ours) 88.7 91.4 86.2 97.6 73.9 87.6 58.8 87.7 60.9 77.8 71.6 92.4 83.6 86.6 60.8
SFS-CNet † (ours) 89.7 95.9 95.9 99.3 74.0 87.9 59.8 86.7 61.3 77.9 69.3 92.9 86.3 85.6 59.6

Table 2. Comparison of SFS-CNet and SoTA methods on SAR-AIRcraft-1.0 data set. The best and second best performance are high-
lighted in bold and underline. ‘†’ represents using the OGL strategy.

(a) Faster R-CNN (c) SFS-CNet (our)(b) CenterNet 

Figure 6. Confusion matrices of different methods. C1-C7 and
BG represent A330, A320/321, A220, ARJ21, Boeing737, Boe-
ing787, other and background, respectively.

performance equivalent to or even surpassing it with only
18% of model size and 25% of FLOPs, especially in more
complex inshore ship detection scenarios. Notably, our
SFS-CNet can infer an image in just 8.6 ms, saving 39%
inference time compared to YOLOv8s.

Results on SAR-AIRcraft-1.0. We compare SFS-CNet
with 14 SoTAs on SAR-AIRcraft-1.0 data set, as reported
in Tab. 2. SFS-CNet† achieves the SoTA with an mAP
of 89.7%, surpassing YOLOv5n and YOLOv8n by +1.5%
and +1.3% mAP, respectively. Additionally, SFS-CNet also
demonstrates formidable capabilities in fine-grained recog-
nition. Fig. 6 shows the confusion matrices of the fine-
grained recognition results among SFS-CNet with the two-
stage method Faster R-CNN [28] and the one-stage method
CenterNet [5]. Our confusion matrix exhibits values con-
centrated along the diagonal, indicating a lower error clas-
sification rate.

Results on SSDD. We compare our SFS-Conv against 13
other models on the SSDD dataset, as shown in Tab. 3. The
results reveal that our SFS-CNet and SFS-CNet† perform
exceptionally well, achieving SoTA AP50 scores of 99.4%
and 99.6% respectively, outperforming all other methods.

Methods R P AP50 F1

Faster R-CNN [28] 90.4 87.1 89.7 88.7
Cascade R-CNN [1] 90.8 84.1 90.5 92.4
HRSDNet [36] 91.0 96.5 90.8 93.7
RetinaNet [25] 93.1 94.0 95.0 93.6
FCOS [32] 93.9 94.6 95.3 94.2
CenterNet [5] 93.6 94.3 95.1 93.9
YOLO-FA [42] 95.0 95.2 96.8 95.1
YOLOv3 [27] 94.8 95.5 96.2 95.2
YOLOX-Nano [7] 93.8 95.0 96.2 94.4
YOLOv5n [15] 95.8 97.0 98.0 96.4
YOLOv5s [15] 96.4 97.2 98.3 97.0
YOLOv8n [16] 96.5 97.3 98.1 96.9
YOLOv8s [16] 97.2 98.0 99.4 97.6
SFS-CNet (ours) 97.3 98.2 99.4 97.7
SFS-CNet † (ours) 97.4 98.2 99.6 97.8

Table 3. Comparison of SFS-CNet and SoTA methods on SSDD
data set. The best and second best performance are highlighted in
bold and underline. ‘†’ represents using the OGL strategy.

4.3. Ablation Study

In this section, we report ablation study results on the
HRSID test set to investigate its effectiveness without OGL
strategy.

Effect of Shunt strategy’ component. We conducted
experiments to determine the optimal strategy for Shunt ap-
proach, as described in Tab. 4. The results indicate that
emphasizing only spatial or frequency information leads to
performance decreases of 0.91% and 1.18%, respectively.
Setting α to 1/4 achieves the best AP50. When α = 1/2,
although the accuracy decreases by 0.02%, the model size
decreases by 0.11M, providing a better trade-off between
performance and efficiency. Further increasing the shunt
ratio α to 3/4 and 1 also incurs a 0.35% performance drop.

Effect of Perceive strategy’ component. To validate the
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Shunt Infer. Time Params. AP50

α = 0 8.3 ms 1.87 M 94.80 %
α = 1/4 8.6 ms 1.97 M 95.73 %
α = 1/2 8.6 ms 1.86 M 95.71 %
α = 3/4 9.4 ms 1.73 M 95.38 %
α = 1 8.8 ms 1.30 M 94.55 %

Table 4. Effectiveness of the shunt strategy of SFS-Conv.

Perceive Infer. Time Params. AP50SPU FPU
- - 8.8 ms 2.18 M 90.39 %
✓ 8.4 ms 2.17 M 94.66 %

✓ 9.9 ms 2.05 M 94.45 %
✓ ✓ 8.6 ms 1.86 M 95.71 %

Table 5. Effectiveness of the perceive strategy of SFS-Conv.

Select Infer. Time Params. AP50CS SS
- - 8.6 ms 1.86 M 94.68 %

✓ 8.8 ms 2.01 M 95.82 %
✓ 8.6 ms 1.86 M 95.71 %

Table 6. Effectiveness of the selection strategy of SFS-Conv. CS
and SS represent channel selection and spatial selection, respec-
tively.

effectiveness of proposed Perceive strategy, i.e., spatial per-
ception unit (SPU), and frequency perception unit (FPU),
we conduct ablation experiments, which are summarized in
Tab. 5. In the absence of SPU and FPU, visual features
are extracted using ordinary 3 × 3 convolution, resulting
in a 5.32% performance decrease. When only using SPU
or FPU, it can be observed that the model already achieves
94.66% and 94.45%, respectively, surpassing the 94.2%
reported by YOLOv5s [15]. When combined with SPU and
FPU, further improvements can be achieved with +1.05%
and +1.26%, respectively.

Effect of Select strategy’ component. We also validate
the impact of different fusion methods on Select strategy.
As shown in Tab. 6, a straightforward addition of the two as-
pects’ features yields only 94.68% AP50. Employing spa-
tial selection (similar in LSKNet [24]) yielded the highest
detection accuracy, However, this comes at the cost of in-
creased inference time and parameters by 0.2 ms and 0.15
M, respectively. In contrast, our CSU adopts a parameter-
free fusion approach, adaptively selecting more discrimina-
tive features from both spatial and frequency aspects, lead-
ing to faster inference speed and a lower model size.

4.4. Visualize Results

The visualization results for HRSID and SAR-Aircraft-1.0
data sets are shown in Figure 7. It can be observed that, even
in complex scenes, our SFS-CNet successfully detects and
recognizes objects, with the network’s attention effectively

Figure 7. Visualization results on the HRSID and SAR-Aircraft-
1.0 data sets.

focused on the objects themselves. Notably, SFS-CNet can
attend to intricate texture details and frequency variations
of objects. Even in scenarios where spatial information is
limited, the proposed model maintains a high attention to
objects.

5. Conclusions
In this paper, we propose the Space-Frequency Selective
Convolution (SFS-Conv) for SAR object detection. SFS-
Conv employs a shunt-perceive-select strategy to enhance
the diversity and distinctiveness of features within a con-
volutional layer. Through this strategy, we extract infor-
mative features from both spatial and frequency aspects,
achieving efficient fusion in a parameter-free manner. With
SFS-Conv, we propose a lightweight SAR object detection
network, termed SFS-CNet. Extensive experiments demon-
strate that our proposed lightweight model achieves state-
of-the-art performance on competitive SAR benchmarks.
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