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Abstract

This paper investigates the effective utilization of un-
labeled data for large-area cross-view geo-localization
(CVGL), encompassing both unsupervised and semi-
supervised settings. Common approaches to CVGL rely on
ground-satellite image pairs and employ label-driven su-
pervised training. However, the cost of collecting precise
cross-view image pairs hinders the deployment of CVGL in
real-life scenarios. Without the pairs, CVGL will be more
challenging to handle the significant imaging and spatial
gaps between ground and satellite images. To this end, we
propose an unsupervised framework including a cross-view
projection to guide the model for retrieving initial pseudo-
labels and a fast re-ranking mechanism to refine the pseudo-
labels by leveraging the fact that “the perfectly paired
ground-satellite image is located in a unique and identical
scene”. The framework exhibits competitive performance
compared with supervised works on three open-source
benchmarks. Our code and models will be released on
https://github.com/liguopeng0923/UCVGL.

1. Introduction

Large-area Cross-View Geo-Localization (CVGL) aims to
determine the localization of ground images by retrieving
the most similar GPS-tagged satellite images [53]. The
easy availability of open-source GPS-tagged satellite im-
ages, such as Google Maps, helps users get accurate ground
localization at a low cost [9, 40] and provides CVGL with
great potential for various real-life applications, including
person localization, automatic navigation, and augmented
reality [9, 21, 27].

However, existing CVGL methods are usually su-
pervised training with ground-truth correspondences of
Ground images (Grds) and Satellite images (Sats), known as
SCVGL. This label-driven nature brings some practical lim-
itations. Firstly, obtaining accurately located ground images
requires expensive devices (e.g., lidar devices [11, 19]), and
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Figure 1. Task Settings. (A): Unsupervised Image Retrieval [16]
has object-level images and applies class-level clusters by class se-
mantics. (B): Unsupervised CVGL has scene-level images and ap-
plies cross-view alignments by spatial correspondences (i.e., green
lines). Compared with supervised CVGL, GPS labels and paired
annotations (i.e., correspondences between ground and satellite
images) are not accessible in UCVGL. (C): Common image re-
trievals are class-level (e.g., UReID [15] and UIR [16]), but
CVGL [9] aims to align cross-view images in the same scene,
which is fine-grained instance-level [9]. The Top-k most similar
images are more discriminative without class semantics in CVGL.

matching ground and satellite images brings extra human
costs [51]. Secondly, numerous non-corresponding ground
and satellite images without GPS tags are available online
but cannot be directly used for SCVGL. Lastly, SCVGL re-
quires re-annotation for new or changed scenes, increasing
the cost of human effort and resources. Given these limita-
tions, an important question arises: can we uncover hidden
correlations from cross-view images without label informa-
tion? This motivates us to study how to utilize unlabeled
data to start a retrieval system for CVGL.

Regrettably, just as a ship needs a compass to find its
way, without labels, the model may lose its optimized di-
rection. This phenomenon is usually called cold-start prob-
lem [26] for un- and semi-supervised learning.
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To mitigate this issue, most unsupervised image re-
trievals (UIRs) label an informative subset of images first,
guided by some common prior knowledge (e.g., cate-
gory [16] or instance [5, 15] information). Compared to
them, CVGL has some unique characteristics illustrated in
Fig. 1 and more details in Sec. 2.2. Specifically, existing
retrievals [5, 8, 15, 16] have object-level cluster centers,
such as some alarm, person or object ID, which includes
many images from the same category or instance and en-
lighten them to apply cluster technologies [10, 13] to get
initial label sets, as can be seen in the upper row of Fig. 1.
Differently, most CVGL [9, 53] methods are trained by
one-to-one cross-view image pairs to learn spatial corre-
spondences, which means, “class” information is not essen-
tial in the training process and CVGL is a fine-grained re-
trieval. The reference satellite images can only be retrieved
by ground images in the same scene position by spatial cor-
respondences, just like green lines in Fig. 1(B). Besides, in
Fig. 1(C), we collect the similarity scores between each im-
age and its k-th retrieved image and average the scores of
more than 5000 image pairs in different tasks. It’s clear that
compared to existing instance retrieval [15] and image re-
trieval [16], the average similarity scores of CVGL [9] are
lower and drop fast from 1-st to the right. This compari-
son further suggests our task is non-class and fine-grained.
Therefore, we cannot cold-start the unsupervised CVGL us-
ing existing image retrieval methods.

In this paper, we design a framework for unsupervised
and semi-supervised CVGL. Following a common design
[7, 16], in the unsupervised setting, we separate our frame-
work into two components: the cold-start stage to produce
initial pseudo-labels and the semi-supervised stage to refine
labels. Moreover, the semi-supervised stage can also be uti-
lized alone for CVGL (details in Sec. 4.4). In our frame-
work, non-class and spatial corresponding characteristics
are fully utilized, making the unsupervised CVGL possible
and the semi-supervised CVGL a good performance.

In the cold-start stage, the significant imaging and view
gaps make ground and satellite images distinct features[32]
in the same scene. To address this issue, we attract cross-
view images in the same position by spatial correspond-
ing prior knowledge. Specifically, we project the ground
panorama into a 3D coordinate system and obtain its bird’s-
eye-view image through a spherical transform [35, 40]. We
then fill the unknown regions and reduce imaging gaps by a
CycleGAN model [50], resulting in a fake satellite image
(e.g., Fig. 2(B)) aligned with the ground panorama. Finally,
we replace unknown ground-satellite pairs with known
ground-fake pairs as trained positive pairs, enabling suc-
cessful retrieval of more than 40% image pairs on CVACT
and achieving cold-start initialization.

In the semi-supervised stage, the initial labels may be
noisy or insufficient, which limits the final performance. We

re-rank pseudo-labels to enhance the quality and quantity
of pseudo-labels by using non-class characteristics. Specif-
ically, the perfectly paired cross-view images are two views
of the same scene, which should be mutually retrievable and
dissimilar to other images, as shown in Fig. 1(C-3). We fil-
ter out many “error’’ labels that do not meet this requirement
with a threshold, improving the correctness ratios of the re-
maining labels from around 30% to 80% on CVACT. How-
ever, the number of pseudo-labels is only about 20% of the
dataset. Therefore, as the model’s knowledge increases, we
progressively introduce more challenging samples by ad-
justing our filtering mechanisms to get more pseudo-labels.
Eventually, our model achieves competitive performance
with recent supervised approaches [9, 53, 54].

2. Releated Work
2.1. Large-area Cross-View Geo-Localization

Ground images (Grds) and Satellite images (Sats) are usu-
ally captured by different sensors with huge perspective
differences and different environmental conditions, making
CVGL challenging.

In order to simplify CVGL, many works leverage two
assumptions in popular datasets [22, 42, 51]. 1) Localiza-
tion Alignment [54]: the localization of Grds is aligned to
a known position of Sats. 2) Orientation Alignment [33]:
the geographical orientation of Grds is aligned to Sats. By
leveraging these alignments, some works [2, 22, 29, 34,
38] implicitly enhance the high-level features supervised
by ground-truth correspondences. Recently, some meth-
ods [32, 37, 39, 46] improve the spatial alignments of in-
put images by the explicit polar transform for better perfor-
mance, but the transformed images suffer from severe dis-
tortions that also need to be corrected by full supervisions.

To make CVGL more practical, some methods try to get
rid of one of two assumptions. Firstly, [9, 32, 43, 53, 54]
have achieved good results without relying on Localization
Alignment, but they still rely highly on ground-truth cor-
respondences or GPS labels [9]. Secondly, although some
works [18, 27, 33, 52] make efforts to remove the Orien-
tation Alignment, they need to align the rotation angle of
ground images and polar transformed images [32, 33] with
known cross-view image pairs [53].

Different from existing works, in this paper, we no
longer rely on ground-truth labels and instead propose a
more challenging and practical setting called Unsupervised
CVGL (UCVGL) to unleash unlabeled data.

2.2. Unsupervised Image Retrieval (UIR)

Unsupervised Image Retrieval (UIR) is a well-studied area,
but Unsupervised Cross-View Geo-Localization (UCVGL)
presents unique challenges and characteristics that require
specialized approaches. Existing image retrieval methods
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Figure 2. Pipeline Overview. Firstly, we train two separate encoders with ground panoramas and projected images to initialize a cross-view
feature space for solving cold-start problems. Secondly, we train ground-satellite image pairs by sampling from adaptive pseudo-labels.

are not directly applicable to UCVGL due to the specific
requirements of fine-grained, cross-domain, and cross-view
retrieval [3, 6, 8, 16, 17, 30, 47].

Firstly, traditional instance-level methods aim to retrieve
all reference images containing the object depicted in the
query image [15, 16], generating pseudo labels through
clustering similar features. However, this approach is not
suitable for UCVGL, which necessitates fine-grained re-
trieval based on unique spatial correspondences [53].

Secondly, Unsupervised Cross-Domain Image Re-
trieval [16] aligns two different domains by reducing
the distances between limited class centroids using self-
supervised pre-trained models [0, 16, 17,41, 45]. However,
aligning cross-view images in UCVGL is challenging due to
the absence of class semantics and large spatial gaps. Be-
sides, self-supervised pre-trained models are unnecessary
for UCVGL.

Lastly, existing cross-view retrieval methods often focus
on handling minor view variances through feature match-
ing technologies [30] or cluster algorithms [3, 8]. How-
ever, these methods are inadequate for CVGL as ground and
satellite images have significant perspective differences, oc-
clusions, and illumination variations.

In summary, the objectives and settings of existing re-
trievals do not align with the requirements of UCVGL. This
necessitates the development of specialized approaches that
consider the unique challenges posed by fine-grained, cross-
domain, and cross-view retrieval in UCVGL.

3. Method

Problem Statement: Given the set of ground images
{Igra} and satellite images {Isat }, the objective of CVGL
is to learn an embedding space where each Igq is close
to its nearest corresponding ground-truth I, [53]. In
SCVGL [9], each ground-view image and its corresponding
satellite image are trained as a positive pair, and other cross-
view pairs are trained as negative. Differently, we propose a
more practical setting, i.e. Unsupervised CVGL (UCVGL),

which trains the models without GPS labels and the ground-
truth correspondences between ground and satellite images.
Method Overview: Our framework can implement cold-
start initialization for unsupervised learning and separate
semi-supervised learning in CVGL, as illustrated in Fig. 2.
Without any labels, we design a cold-start stage to align
cross-view images and label some data as pseudo-labels.
Subsequently, we refine this pseudo-label set or a given la-
bel set, and inject more samples adaptively as the models’
knowledge increases.

Soft Symmetrical InfoNCE Loss: Our encoders are
trained with Symmetric InfoNCE Loss [9, 14]:

epar/r) )
S expla- n/T)) v

Here, g denotes an encoded query image, and R is a set of
encoded reference images. The InfoNCE loss is low when
the query ¢ and the positive match r are similar and high
when they are dissimilar. The temperature parameter 7 is
learnable. Given the prevalence of noisy labels throughout
the training process, such as fake images in (B) and error
labels in (C) of Fig. 2, we additionally smooth the loss using
label smoothing [36].

‘C’(Qa R)InfoNCE = - 10g (

3.1. Cold-Start for Unsupervised Learning

Supervised methods [9, 54] enable robust retrievals by
human-annotated labels, but unsupervised approaches
struggle to understand what retrieval feature spaces users
want without labels. This phenomenon, known as the cold-
start problem [26, 49], poses one of the most challenging
obstacles in unsupervised learning for UCVGL. It implies
the absence of direct information to align cross-view im-
ages in the same position with unlabeled ground-satellite
databases. To this end, we design a Correspondence-Free
Projection to project ground panoramas to satellite view by
leveraging the spatial correspondences of cross-view im-
ages and imaging principle. The transformed images, such
as (B) in Fig. 2, have the same position as ground images

16721



Correspondence-Free Projection (CFP)
»\

Real?
Fake?

(G) Gsz
Discrim
inator
(F) Fake image
Rando.m
Satellite
Images

(E) Gpzs

(C) Spherical Transform

(D) BEV

Figure 3. Projections. We project geometrically ground panora-
mas to BEV-view images on the left and transform BEV into fake
images that resemble satellite images on the right.

and resemble satellite images ((D) in Fig. 2). Then, we
cleverly design a self-supervised objective to attract ground
and projected images, leading to robust cross-view feature
alignments. Lastly, our model successfully predicts more
than 40% cross-view image pairs and provides 6012 pseudo
labels with about 80% correct ratios (CVACT in Tab. 2).

3.1.1 Correspondence-Free Projection (CFP)

Without correspondences between {Iyq} and {Isy}, the
implicit spatial alignments are hard to learn which forces us
to leverage unique data-driven knowledge. We observe two
differences in cross-view images: (a) they have very dif-
ferent perspectives because they are captured in the front-
view and top-view camera positions. (b) they have differ-
ent styles of images caused by different camera sensors and
imaging processes. In this section, we bridge the two gaps
by Geometric Projecting and Imaging Projecting without
any ground-truth correspondences, and the projected im-
ages achieve explicit spatial alignments from ground-view
images to satellite-view images.

Geometric Projection [35, 40]: As shown in (A-D) of
Fig. 3, we denote the points of the 3D world by P; =
(z1,y1,21) or Py = (¢, ), the field of view of the bird’s-
eye view (BEV) by fou, the points of panoramas (the width
and height are W, and H,) by P2 = (ug, vg), and the points
of BEV-images (the width and height are W, and H,) by
P3 = (us,vs). The focal length of the BEV in the imag-
ing process is f = 0.5W, /tan(fov). We can transform the
points Py to P3 according to the captured principles in the
3D spherical world:

{ug = [1—arctan2(W;/2 — us, Hy /2 — v,) /7|W4 /2

vg = [0.5 — arctan2(—f,d/7)|H,
2
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where d = /(W/2 — us)? + (Hs/2 — v5)? denotes the
distance between points of BEV and the camera’s projec-
tive center. After the Geometric Projection, we obtained
BEV images {Ipcy } that exhibit high geometric similarity
to satellite images (e.g., (d) in Fig. 3).

Imaging Projection [12, 50]: While we get BEV im-
ages that resemble satellite images in geometry, these two
kinds of images still have some imaging gaps such as
different distortions, illumination, occlusion, weather, and
so on. To this end, we apply a generative CycleGAN
model [20, 25, 48, 50] to decrease further the imaging gaps
between the two-view images illustrated in (D-H) of Fig. 3.
Specifically, we train the model with unpaired BEV and
satellite images, after the training, the model can fill the
distorted unknown areas in BEV and project the style of
BEV to satellite-view images. By now, we obtain projected
fake images {If.ke} that exhibit high similarity to the re-
mote sensing images (e.g., Fig. 2 (B)), suggesting the ex-
plicit projection aligns the spatial and imaging difference
of cross-view images. Note that our projection is differen-
tiable, correspondence-free, and performs one-to-one map-
pings from ground to fake images.

3.1.2 Self-Supervised Contrastive Learning

Supervised CVGL methods [9] learn both discrimina-
tive instance-level and aligned spatial features by ground-
satellite pairs. In UCVGL, the ground-satellite pairs are
not accessible, but we can replace them with the previous
ground-fake pairs produced by CFP. Specifically, we ap-
ply two self-supervised contrastive learnings illustrated in
Fig. 4: intra-view learning to make each scene more dis-
criminative and cross-view learning to align the spatial fea-
tures of cross-view images in the same scene position.

Intra-View: Each same-view image is captured in an ap-
proximately independent scene in CVGL [9]. For this ob-
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jective, we apply instance-wise contrastive learning meth-
ods that take only augmented images of the same image
as positive pairs (i.e., ¢ and r4 in Eq. (1)), while all other
same-view samples in the dataset are regarded as negatives
like [4]. After intra-view learning, two encoders have an
initial feature space to distinguish different scenes, which
facilitates the convergence of after steps and benefits for the
quality of pseudo-labels (details in Tab. 2).

Cross-View: In CVGL [9], each cross-view image pair
is aligned because they approximately represent the same
scene, such as ground-satellite image pairs. Although the
ground-satellite image pairs are not accessible, our ground-
fake image pairs generated by CFP are actually cross-view
representations for the same scene. So we think the model
can learn robust spatial features to align the two views by
training on ground-fake pairs. Specifically, a ground im-
age and the corresponding fake image are a positive pair
(i.e., g and r4 in Eq. (1)) and this ground image and other
fake images are negative pairs. Advanced SCVGL meth-
ods ( [9, 53]) learn spatial features without any spatial en-
hancement module [32, 33, 54] by aligning ground-truth
pairs, but it is hard for our UCVGL because of the noisy
pseudo-labels and unavoidable inconsistency between fake
and satellite images. Therefore, an additional spatial atten-
tion module SAFA [32] is incorporated after the encoders
to enhance spatial robustness.

3.2. Semi-Supervised Curriculum Learning

While the model trained by self-supervised contrastive
learning successfully predicts certain ground-truth corre-
spondences between {Igq} and {Is. }, the predictions ex-
hibit excessive noise (only about 30% predictions are cor-
rect on CVACT in Fig. 6 (C-a)). Some methods apply re-
ranking mechanisms [3, 30] to refine the pseudo-labels ac-
cording to their tasks, but they are slow to solve one hundred
thousand level retrieval tasks (i.e., CVGL). In this paper,

we propose a rapid re-ranking mechanism termed Adaptive-
Mutual-Matching (AMM) to refine labels by leveraging
non-class and fine-grained characteristics of CVGL (e.g.,
Fig. 1(C)). Based on these pseudo-labels (about 80% labels
are correct), we start semi-supervised learning to align the
features of ground and satellite images.
Mutual-Matching: Due to the ground and satellite im-
ages are actually one scene with different views, the truly
aligned ground-satellite correspondences should be retriev-
able mutually. Formulaly, given the extracted features of
i-th ground image Igird and the j-th satellite image 1./,
they are considered as a truly positive pair (i.e., ¢ and r
in Eq. (1)) if and only if Igir 4 and I, are mutually the most
similar to each other. In this paper, we use the cos similarity
to evaluate the similarity like [53].

Threshold-Filter: Although we filter most error labels by
mutual matching, current pseudo-labels are also slightly
noisy, especially for CVUSA (about 25% correct ratio of
labels after mutual-matching ). In CVGL, the objective is
to find the most similar reference image to the query im-
age [53], so the retrieved image pairs should have high sim-
ilarity scores and be dissimilar from other images like (C-3)
in Fig. 1. Therefore, we refine them using a threshold cri-
terion. Specifically, we retain pseudo-pairs where the dif-
ference between the first-largest similarity and the second-
largest similarity exceeds a threshold. This allows us to es-
tablish high-quality pseudo labels (more details in Fig. 6
(B)). However, the filtered labeled image pairs are often
considered easy for models, suggesting a potential risk of
overfitting if we solely rely on training with these high-
quality pseudo-labels.

Curriculum-Learning: When humans learn knowledge,
they often learn easy courses first and then difficult courses
after they have a certain foundation [1]. Motivated by this,
we train a “stupid” model on easy samples, which are ob-
tained by filtering the pseudo-labels using a high thresh-
old. As the model’s knowledge advances, we introduce
progressively more difficult samples by lowering the filter-
ing threshold and establishing more mutual-matching pairs.
This iterative process ensures that our training samples di-
versify over time, mitigating the risk of overfitting. Be-
sides, we also introduce other unlabeled data to learn neg-
ative pairs. Finally, we get a surprising performance that is
comparable with the nearest supervised approach [9].

4. Experiment
4.1. Datasets and Metrics

Datasets. We conducted experiments on three cross-view
panorama datasets, i.e., CVUSA [42, 44], CVACT [22],
and VIGOR [51]. CVUSA and CVACT consist of var-
ious images captured in rural and urban areas, each with
35,532 ground-satellite pairs for training and 8,884 pairs for
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Approach GT Ratio CVUSA t CVACT Val 1 CVACT Test 1
R@] R@5 R@10 R@1% | R@l R@5 R@10 R@1% | R@] R@5 R@10 R@1%
CVM-NET [18] 100% 22.47 4998 63.18 93.62 | 20.15 4500 56.87 87.57 541 1479 25.63 54.53
Liu [22] 100% 40.79 66.82 7636  96.12 | 46.96 68.28 7548  92.01 19.21 3597 4330 60.69
SAFA [32] 100% 81.15 9423 96.85 9949 | 7828 91.60 93.79 98.15 - - = -
SAFAT [32] 100% 89.84 9693 98.14 99.64 | 81.03 9280 94.84 98.17 - - - -
DSMT [33] 100% 9196 97.50 9854 99.67 | 8249 9244 9399 97.32 - - - -
L2LTR [43] 100% 91.99 97.68 98.65 99.75 | 83.14 93.84 9551 9840 | 5833 84.23 88.60 95.83
GeoDTR [46] 100% 9376 98.47 9922  99.85 | 8543 9481 96.11 9826 | 6296 8735 90.70 98.61
TransGeo [53] 100% 94.08 9836 99.04 99.77 | 8495 94.14 9578  98.37 - - - -
SampledGeot [9] 100% 97.83 99.63 99.75 99.89 | 87.49 9656 9750 9898 | 60.57 89.50 9299  98.92
Ours-small 100% 9353 9842 99.18 99.77 | 84.44 9485 96.15 9853 | 57.71 86.35 9040  98.49
Ours-small 0% 8790 9586 97.51 99.63 | 8296 9296 9443 9737 | 5885 8427 88.16 9745
Ours-base 0% 9256 97.67 9855 99.61 | 8458 9395 9529 9759 | 60.53 8635 89.77  97.52
Ours-base™ 10% 9488 98.80 9936  99.77 | 87.89 9527 96.40 9837 | 6530 8947 92.15 9827

Table 1. Quantitative comparisons. | denotes satellite images are projected to ground view by polar transform [32].
without hard negative sample sampling in [9]. * denotes we fine-tune unsupervised models on 10% labeled images.

1 denotes results
The encoders of

ConvNeXt-Small and ConvNeXt-Base are shortened as small and base [23].

evaluation. Besides, CVACT has an additional test dataset
including 92,802 image pairs. In the two datasets, each
satellite-view image has one corresponding street-view im-
age, and all pairs are aligned with the similar spatial local-
ization [54] and orientation [33]. We evaluate the results
of our un- and semi-supervised settings in the two datasets.
VIGOR has 105,214 panoramas and 90,618 aerial images
from four cities. Due to the complex city scenes, the projec-
tion between ground and satellite images is hard on VIGOR,
even in supervised settings [28]. So it is difficult for us to
solve the cold-start problem by simple homography pro-
jection [31] in unsupervised settings. We provide a semi-
supervised method for it. To the best of our knowledge, we
are the first to remove GPS labels and ground-satellite pair
annotations in CVGL.

Evaluation Metrics. We evaluate the retrieval performance
by top-k recall accuracy (R@k) [9]. Specifically, for each
query ground image, we retrieve the k nearest reference
neighbors in the embedding spaces based on cosine simi-
larity. A retrieval is considered correct if the ground-truth
satellite image appears among the top k retrieved images.

4.2. Implementation Details

We train the CFP with the CycleGAN model [50] for 50
epochs. We use ConvNeXt-Base [23] with 384 x 384 in-
put images in Ours-base of Tab. 1 and ConvNeXt-Small
with 224 x 224 input images in other experiments on
the CVUSA and CVACT datasets. We use ConvNeXt-
Base [23] encoders with 384 x 768 like Sample4Geo [9] on
VIGOR(Chicago). We use the AdamW [24] optimizers for
40 epochs of the cold-start stage, and 60 epochs of the semi-
supervised stage. The threshold of our filter in Sec. 3.2 is
0.05 for CVUSA, 0.025 for CVACT, and 0.035 for VIGOR.
Generally speaking, the higher threshold means the better
quality of pseudo-labels (details in Fig. 6 (B)).

4.3. Results of Unsupervised Learning

As shown in Tab. 1, our unsupervised approach performs
comparably to recent works on CVUSA, CVACT Val, and
the large CVACT Test. This suggests that our model learns
a robust retrieval and generalization ability without the su-
pervision of human-annotated labels. When we fine-tune
our unsupervised models on a few labeled images (10%),
the models perform better on CVACT Val and CVACT Test.
This further demonstrates the potential of our methods for
unleashing unlabeled data.

4.3.1 Analysis of Cold-Start Stage

In the cold-start stage, we aim to initialize a feature space
where cross-view images from the same scene are aligned
and thereby enable the models to predict some pairs as
pseudo labels. So we remove some components to validate
their functions by analyzing the R@1 evaluated in the val-
idation sets and corresponding quality of pseudo labels in
the training stage in Tab. 2.

Ablation CVUSA CVACT

(w/o) R@11 Labels CorrectT | R@11 Labels Correct
(a) BEV | 0.0225 14 0 0.0 6 0
(b) Fake 9.18 119 98 22.78 1349 923
(c) Intra 15.58 1476 798 42.98 5539 4281
(d) Cross | 0.011 21 0 0.011 48 0
(e) Ours 17.96 1477 968 44.81 6012 4752

Table 2. Ablation studies in the cold-start stage. “Labels” and
“Correct” denote the total and correct labels after the first stage.

Projection: In (a,b,e) of Tab. 2, we show the effect of our
correspondence-free projections on CVUSA and CVACT.
When we remove the geometric projection (i.e., without
BEV in (a)), the performance of our model drops signifi-
cantly and fails to label a set, suggesting the model cannot
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Figure 6. Pseudo-labels. (A) and (B) denote pseudo-labels produced by the highest or the difference value between the highest and second-
highest retrieved similarity scores after the cold-start stage in CVACT. The right two figures are the trend chart of pseudo-labels’ counts of
Tab. 3 in (C) CVACT and (D) CVUSA. (a-c) denote our framework without mutual-matching, threshold-filter, and curriculum-learning.

align cross-view spatial information without prior geome-
try knowledge. When we remove the imaging projections
(i.e., without Fake in (b)), R@1 of the model also drops
about half, because the different imaging representations of
the same scene in different views hinder their alignments.
Besides, the ground panoramas are not completed [40] on
CVUSA, which makes the geometric projection not work
correctly and so the R@1 is lower than that on CVACT.
Self-supervised contrastive learning: In (c,e) of Tab. 2,
intra-view learning has been shown to enhance the quality
of pseudo labels, primarily attributed to its ability to en-
hance scene discriminability and mitigate same-view fea-
ture overlappings. In (d) of Tab. 2, without cross-view
learning, the toward-zero performance suggests the impor-
tance of spatial correspondences again in CVGL.

4.3.2 Analysis of Semi-Supervised Stage

In the semi-supervised stage of our study, our objective is
to initiate robust training processes using pseudo-labeled
ground-satellite image pairs and dynamically refine the
pseudo-labels. Therefore, we delve into the design choices
during the assignment and refinement of pseudo labels,
evaluating the different designs based on the final perfor-
mance in the validation sets and the changes observed in
the correct labels during training.

Ablation CVUSA 1 CVACT 1
(wlo) R@1 R@I0 | R@l R@I0
(a) Mutual-Matching 1440 3543 | 61.90 82.80
(b) Threshold-Filter 36.52  56.10 | 82.46 94.04
(c) Curriculum-Learning | 32.56 5435 | 63.14 82.83
Ours 8790 97.51 | 8296 9443

Table 3. Ablation studies in semi-supervised learning. “Ours”
denotes our Adaptive-Mutual-Matching.

Final performance: In Tab. 3, we conduct some ablation
studies to demonstrate the effectiveness of key technologies
in the proposed adaptive mutual matching (AMM).

Firstly, we use the ground images and their most sim-
ilar satellite images as initial pseudo-labels without our
mutual-matching, which gets poor performance, especially
for CVUSA. This is because the proportion of error labels is
too large in Fig. 6 (C-a) (about 70% on CVACT), mislead-
ing the optimization direction. By digging into the unique
characteristics of CVGL, we find that cross-view images are
different representations of the same scene, so they should
be successfully retrieved from each other. Therefore, we
use the mutually matched cross-view images as pseudo-
labels and improve their correct ratio from 11% to 25% on
CVUSA and from 30% to 53% on CVACT.

Secondly, despite the improvement made by mutual-
matching, the correct ratio of assigned pseudo-labels is still
low. With these pseudo-labels, CVACT has good perfor-
mance because it has enough correct labels (about 7,000
correct and error pairs), but CVUSA has bad performance
with more than 10,000 error labels and 2,000 correct labels.
After filtering the labels by our threshold-filter strategy, the
correct ratio is improved from 25% to 65% in CVUSA and
from 53% to 80% on CVACT (e.g., Fig. 6 (B)), and they
both have a better final performance. So the threshold-filter
is very important for starting a robust retrieval system.

Lastly, we freeze the initial pseudo-labels, and the per-
formance drops a lot because the model only learns limited
knowledge based on fixed samples. So we introduce more
hard samples by lowering the threshold of our threshold-
filter and matching more image pairs as the model’s knowl-
edge increases. After that, we get comparable performance
compared to the recently supervised methods [9].

Labels change: In the left two images of Fig. 6, we com-
pare two different filter choices in CVACT. It’s clear that
filtering pseudo-labels by the maximum similarity scores
has low accuracy, but our methods not only have a higher
correct ratio but also allow the correct ratios to rise grad-
ually as the threshold increases. In other words, we don’t
need to set a well-chosen threshold because the higher the
threshold, the better the quality of pseudo-labels. Actually,
the design of our threshold-filter is motivated by a non-class
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GT CVACT GT VIGOR(Chicago)
Ratio | R@l R@5 R@I10 | Ratio | R@l R@5 R@I0
10% | 56.10 81.69 88.18 30% | 36.82 65.16 74.28

1% | 6829 85.18 88.80 | 5% | 2582 4281 4981
5% | 78.10 90.87 93.11 | 10% | 44.17 6330 69.81
10% | 78.88 91.31 9353 | 20% | 5590 75.44 81.20
20% | 79.60 9198 9396 | 30% | 60.42 80.12 84.88
100% | 84.44 94.85 98.53 | 100% | 6840 88.49 9244

Table 4. Results in semi-supervised settings. The first gray line
denotes the results of supervised Sample4Geo [9] without hard
negative sample sampling and the others are our results. “GT Ra-
tio” denotes the ratio of ground-truth labels used for training.

characteristic like Fig. 1(C), each ground image should have
the highest similarity with the corresponding satellite image
and is dissimilar to images captured by other scenes.

In the right two images of Fig. 6, it is observed that
our mutual-matching technology yields more precise ini-
tial pseudo-labels than direct predictions. The application
of a threshold-filter strategy further enhances the quality of
these labels, while the incorporation of curriculum learning
ideas ensures a gradual increase in the number of pseudo-
labels with a consistent ratio of correctly labeled samples.
Moreover, our threshold-filter strategy is more important
when initial labels are extremely noisy (e.g., CVUSA). Al-
though it discards many pseudo-labels, the ratio of correct
labels is guaranteed, which guides a robust and positively
optimized direction for our model.

4.4. Results of Semi-Supervised Learning

As shown in Tab. 4, we use a part of ground-truth la-
bels to start semi-supervised learning on CVACT and
VIGOR(Chicago). Firstly, with the same labeled images,
i.e., 10% labeled images on CVACT and 30% labeled im-
ages on VIGOR(Chicago), our method has better results
than Sample4Geo [9]. In other words, we can improve the
performance of existing supervised methods with our semi-
supervised stage by unleashing unlabeled data. Secondly,
we get good performance with only 355 images (1%) on
CVACT and 1274 images (10%) on VIGOR(Chicago). This
suggests our methods can work guided by a few labels and
leverage unlabeled data to refine it for better performance.
Lastly, the more ground-truth labels have a limited improve-
ment on CVACT (e.g., from 5% to 20%), suggesting our
method learns some common spatial layouts to automati-
cally label most other images by leveraging a few samples.
However, we need more samples (e.g., 30%) to learn com-
plex spatial layouts in city scenes of VIGOR.

5. Discussion and Limitation

The advanced supervised approach [9] discards spatial ag-
gregation modules like SAFA [32] and uses the share-
weight encoders for training. But, without labels, discard-
ing them brings some additional learning burdens which

. CVACT 1
Ablations R@I R@5 R@I0 R@I%
(@) wio safa 7348 89.13 9218  97.18

(b) w/ share-weight 81.06 92.04 94.06 97.33
(c) w/o label-smoothing | 71.88 85.60 88.82 94.83
(d) w/ random-shift 5449 69.70 74.65 86.81
(e) w/ random-rotate 50.32 68.50 75.08 88.70
(f) Ours 8296 9296 9443  97.37

Table 5. Discussions of some common components.

lead to suboptimal results in Tab. 5 (a-b). Therefore, we
still apply SAFA [32] and two non-share-weight encoders
to help the model better understand and align the cross-
view features, leading to a better retrieval performance. Be-
sides, the entire training process is noisy, so the perfor-
mance drops a lot without label smoothing in Tab. 5 (c).

In this work, we also utilize the localization and orien-
tation alignment of ground and satellite images to simplify
our unsupervised task like most supervised works [9, 32,
53], but the futural UCVGL should also get rid of these as-
sumptions. So we also test the performance trained with
random-shift or random-rotate images in Tab. 5, and we find
our model is robust for them.

While we make the unsupervised way work in CVGL,
our method has some limitations. Firstly, to learn cross-
view alignments without labels, we project ground panora-
mas to satellite-view by leveraging the prior knowledge of
approximate spatial projection between cross-view images,
but a fixed geometric projection is not enough for simulat-
ing various cross-view relationships in the real world. Sec-
ondly, our projection is homography like many works [31,
32, 40], which is limited to represent the real transforms
perfectly between two views only by images without extra
3D information (e.g., depth), hindering the applications on
complex scenes of VIGOR. For example, the advanced su-
pervised cross-view image synthesis method [28] does not
work in cities of VIGOR because of the complex scene and
serve occlusions.

6. Conclusion

In this paper, we propose the first framework to utilize un-
labeled data in cross-view geo-localization. Compared to
the recent supervised methods, our method achieves com-
parable performance in an unsupervised setting without any
labels and in a semi-supervised setting with few labels.
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