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Abstract

Zero-Shot Temporal Action Localization (ZS-TAL) seeks
to identify and locate actions in untrimmed videos unseen
during training. Existing ZS-TAL methods involve fine-
tuning a model on a large amount of annotated training
data. While effective, training-based ZS-TAL approaches as-
sume the availability of labeled data for supervised learning,
which can be impractical in some applications. Furthermore,
the training process naturally induces a domain bias into the
learned model, which may adversely affect the model’s gen-
eralization ability to arbitrary videos. These considerations
prompt us to approach the ZS-TAL problem from a radically
novel perspective, relaxing the requirement for training data.
To this aim, we introduce a novel method that performs Test-
Time adaptation for Temporal Action Localization (T3AL).
In a nutshell, T3AL adapts a pre-trained Vision and Lan-
guage Model (VLM). T3AL operates in three steps. First, a
video-level pseudo-label of the action category is computed
by aggregating information from the entire video. Then, ac-
tion localization is performed adopting a novel procedure
inspired by self-supervised learning. Finally, frame-level tex-
tual descriptions extracted with a state-of-the-art captioning
model are employed for refining the action region propos-
als. We validate the effectiveness of T3AL by conducting
experiments on the THUMOS14 and the ActivityNet-v1.3
datasets. Our results demonstrate that T3AL significantly
outperforms zero-shot baselines based on state-of-the-art
VLMs, confirming the benefit of a test-time adaptation ap-
proach.

1. Introduction
Zero-shot Temporal Action Localization (ZS-TAL) aims
to locate and recognize actions in any video sequence, en-
abling the recognition of classes unseen during training.
Large-scale Vision and Language models (VLMs) [1, 12,
22, 28, 31] are renowned for the exceptional generaliza-
tion capability derived from their extensive pre-training on
web-scale image-text datasets, outperforming traditional im-
age classification methods [4, 13, 32]. When applied to

v

tennis swing

(a) Previous approaches

(b) Our proposal

Figure 1. Task setup. Previous approaches tackling ZS-TAL (a)
train the model on labelled data and test it in-domain. Due to
lack of out-of-distribution generalization, we propose to update the
parameters at test-time on a stream of unlabelled videos without

prior supervised training (b).

the video domain, however, VLMs typically require fine-
tuning to account for the image-video structural domain
shift [11, 26, 28].

Recent methods exploiting VLMs for ZS-TAL also abide
by this limitation, requiring training data to learn the video
domain and localize unseen actions at test time [9, 20, 30]
(see Fig. 1(a)).

While model fine-tuning has the clear objective of learn-
ing video representations, which allows to effectively lo-
calize actions in the untrimmed videos, it also assumes the
availability of a large annotated data collection. In certain
applications, however, such datasets may be unavailable.
Furthermore, fine-tuning inherently carries the downside of
producing models with decreased out-of-domain generaliza-
tion capabilities [35]. This latter issue is especially severe
for ZS-TAL. A preliminary investigation (see Sec. 3) demon-
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strates that state-of-the-art ZS-TAL evaluated in a cross-
domain setting suffer from a dramatic drop in performance.
This clearly raises concerns regarding the adaptability and
robustness of existing ZS-TAL approaches, expecially in
real-world scenarios where training data is inaccessible due
to privacy concerns or when a major data distribution shift
occurs over time.

Motivated by these observations, in this work we propose
to investigate the problem of ZS-TAL under a novel perspec-
tive, featuring the relevant scenario where training data is
inaccessible. Even with the aid of powerful VLMs, locat-
ing and recognizing actions without training is undoubtedly
challenging, since videos carry additional complexities with
respect to images, induced by the scene clutter and the diffi-
culty of modelling the temporal dynamics [19]. Nonetheless,
we argue that, even in the absence of training data, videos
made available at inference time can be exploited as a rich
source of information for temporal action localization.

Inspired by recent works on Test-Time Adaptation
(TTA) [24, 25], we propose T3AL, standing for Test Time
adaptation for Temporal Action Localization. T3AL uti-
lizes a pre-trained VLM not fine-tuned on training data, as
opposed to previous works [9, 20, 30]. Our solution instead,
undergoes direct adaptation when a video sequence is made
available during inference (Fig. 1(b)). T3AL unfolds in
three key steps. First, we compute video-level pseudo-labels
corresponding to action categories by aggregating semantic
information extracted from each frame by the VLM image
encoder. Next, a first solution to temporal action localization
is produced, based on the results from video pseudo-labels
by employing a novel procedure inspired by self-supervised
learning [5]. The computed video action proposals are then
refined with frame-level textual descriptions extracted from
a state-of-the-art captioning model. We evaluate T3AL on
two publicly available benchmarks, i.e. THUMOS14 [7] and
ActivityNet-v1.3 [6], achieving a relative improvement of
+6.3% and +13.5% when compared to a naive application
of VLMs for TAL without TTA. Through several oracle ex-
periments, we also demonstrate the existence of a potential
space for future improvements. This suggests that test-time
ZS-TAL is a viable approach for locating and recognising
actions in arbitrary video sequences. We hope that these
findings will inspire future research in this area.
Our contributions can be summarized as follows:
• We address ZS-TAL in a new practical scenario where

training data is unavailable. We demonstrate that this is
a challenging problem as state-of-the-art methods for the
task poorly generalize without training.

• We propose T3AL, the first method that tackles ZS-TAL
without training data by leveraging a pre-trained VLM.
T3AL benefits from an effective TTA strategy and from
external knowledge derived from generated captions.

• We empirically demonstrate that adapting on an unlabeled

stream of data is a viable solution to the out-of-distribution
issue of current training-based approaches for ZS-TAL.

2. Related work
Our work is closely related to existing literature in Zero-Shot
Temporal Action Localization and Test-Time Adaptation
(TTA), which we briefly review in the current section.

Zero-Shot Temporal Action Localization. Temporal
Action Localization (TAL) methods jointly perform action
localization and recognition. Existing works either tackle
the problems sequentially, i.e., two-stage [3, 9, 27, 34], or
concurrently, i.e., one-stage [2, 15, 20, 30]. Two-stage meth-
ods first identify class-agnostic region proposals and then
classify each region. One-stage methods perform action lo-
calization and classification simultaneously. Traditionally,
both one-stage and two-stage approaches work in closed-set
scenarios, where train and test data share the same action
categories. Recently, EffPrompt [9] introduced the novel
ZS-TAL setup, removing the above premise and isolating
action categories between training and testing. To address
the novel setup, EffPrompt employs a two-stage architec-
ture to generate action proposals with an off-the-shelf detec-
tor [14] and then classifies action proposals with CLIP [22].
Differently, STALE [20] proposes to train a CLIP-based
proposal-free model using two concurrent streams for local-
ization and classification. The localization branch focuses on
learning a class-agnostic representation masking, while the
classification stream aligns the masked features with the text
embeddings of the respective class, contributing to the final
classifier output. More recently, UnLoc [30] extracts joint
features for video-text pairs with CLIP and feeds them into
a dedicated fusion module. A feature pyramid architecture
then takes these refined outputs and establishes hierarchi-
cal connections, predicting per-frame relevance scores and
start/end time displacements.

Although effective, existing ZS-TAL methods require
learning a model on a training set, leading to several inherent
limitations. As discussed above, these limitations encom-
pass challenges in generalization to out-of-domain data, high
computational requirements and reliance on availability of
annotated data. We tackle a more practical yet challeng-
ing setup for ZS-TAL where the training set is inaccessible.
Our method falls into the one-stage category, addressing the
challenges of ZS-TAL in an integrated manner.

Test-Time Adaptation. In TTA, a model pre-trained on
a training dataset must adapt to an unknown test distribution
expressed as an unlabelled data stream [24, 25]. Several
works propose TTA methods for image classification. For in-
stance, TENT [25] adapts a pre-trained network at test-time
by minimizing the entropy of the batch-wise prediction prob-
ability distributions. Similarly, MEMO [33] reduces the en-
tropy of the marginal distribution across augmentations, over-
coming the necessity for multiple samples. Recent works

18721



explore these concepts for large-scale VLMs [17, 18, 23].
TPT [18] adapts CLIP by learning textual context vectors via
entropy minimization. SwapPrompt [17] employs a swap-
ping mechanism between the online prompt and its historical
moving average to improve and stabilize adaptation. Promp-
tAlign [23] fine-tunes multi-modal prompts at test-time by
aligning the distribution statistics obtained from multiple
augmented views of a single test image with the training
data distribution statistics.

While all these methods tackle TTA in the image domain,
videos still remains largely unexplored. A notable exception
is ViTTA [16], which performs test-time adaptation for video
action recognition, handling the distribution shifts and align-
ing test and pre-computed train statistics online. Another
contribution in this area is RNA++ [21] which proposes a
TTA approach to address the problem of domain shift in
egocentric action recognition. This is particularly relevant
when unsupervised domain adaptation approaches, while
effective, are impractical due to the unavailability of data
from the target distribution. Our research differs significantly
from [16, 21], as we adapt models not specifically designed
to resolve the TAL task. This necessitates the model to
deduce a previously unencountered task.

3. Cross-dataset generalization analysis
We propose a preliminary experiment to motivate further the
novel research direction proposed in this work. The goal is to
test the generalization capability of state-of-the-art methods
for ZS-TAL, testing their action localization performance in
a cross-dataset setting.

Specifically, we consider two state-of-the-art methods,
EffPrompt [9] and STALE [20]1. For EffPrompt [9], we
use their off-the-shelf detector [14] and their action recog-
nition model trained on HMDB51 [10]. For STALE [20],
we use their ZS-TAL model trained on ActivityNet-v1.3.
We conduct both experiments using THUMOS14 as a target
dataset. Note that our cross-domain protocol evaluates these
models, which are trained on more challenging and diverse
datasets (i.e., ActivityNet-v1.3, 200 classes; HMDB51, 51
classes), on a simpler data collection (i.e., THUMOS14, 20
classes). For reference, we also report results obtained in an
in-domain setting, i.e. where both methods are trained and
tested on THUMOS14.

The results of our preliminary investigation show that Eff-
Prompt and STALE do not generalize on out-of-distribution
samples, despite i) being trained to improve their zero-shot
capabilities (i.e., their ability to recognize unseen classes)
and ii) the usage of prior knowledge encoded in VLMs.
Fig. 2 shows the comparison between the performance of
the two methods in a in-domain and a cross-domain set-
ting. The plot shows a drastic drop (i.e., higher than 15%

1No public code implementation was available for UnLoc [30] at the
time of the submission.
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Figure 2. Cross-dataset generalization. We show the average
mAP, computed at IoU thresholds of [0.3:0.1:0.7], for EffPrompt
and STALE trained and tested on THUMOS14 , and trained on
a different dataset and tested on THUMOS14. We report results
for the 75:25 (75% seen classes) and 50:50 (50% seen classes)
evaluation settings.

mAP in both settings) in the performance of both methods
when the test dataset differs with respect to the one used
for model fine-tuning. We associate this behavior to the
fact that a perturbation of the weights of the VLM boosts
in-domain prediction ability, but hinders out-domain gen-
eralization. Motivated by these experimental findings, we
devise a method to achieve robust performance on different
datasets without the need for annotated training data.

4. T3AL: Test Time Adaptation for Temporal
Action Localization

In this section we first define the problem, then we detail
the main steps of T3AL: video-level pseudo-labelling, self-
supervised prediction refinement and text-guided region sup-
pression.

4.1. Problem definition

A ZS-TAL algorithm aims to identify and classify actions
in untrimmed videos. For each detected temporal region,
the model predicts the class and indicate when it starts and
ends. While the set of classes is given, they differ from
the categories seen by the model at training. Existing lit-
erature addressing ZS-TAL [9, 20, 30] always involves a
labelled training set Dtrain and a test set Dtest, with two
disjoint sets of action classes. Yet, as shown in Sec. 3, state-
of-the-art methods greatly rely on Dtrain, resulting in poor
generalization if the two datasets are drawn from different
distributions. In this paper, we advocate for the need to inves-
tigate a different scenario for ZS-TAL—relevant for practical
applications—where in-domain training data is unavailable.
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Figure 3. Overview of the proposed method. T3AL addresses the task of ZS-TAL by only learning at test-time on unlabelled data.
We first compare the average visual frames with the textual class names to identify the video pseudo-label . We then refine the
visual frames - video pseudo-label scores with self-supervision. Last, we exploit the decoder of a captioning model (i.e., CoCa [31]) to

generate captions and perform text-guided region suppression . We only fine-tune the vision and language projectors, while keeping
the encoders frozen. Once the prediction is obtained, the optimized parameters θ∗PV

and θ∗PL
are re-initialized to the ones of the

pre-trained model.

Given a video V , our goal is to localize regions and assign
corresponding actions from a set of classes C, without having
access to Dtrain. The M predicted action proposals are
defined as {(yi, ti)}Mi=1, where yi ∈ C is the class and ti ∈
R2 is the start/end time displacement of each action.

T3AL is built on top of a pre-trained VLM model M,
consisting of a vision encoder EV and a language encoder
EL, as shown in Fig. 3. T3AL directly addresses ZS-TAL
at inference time only exploiting a single test video at a
time. First, the frame-level representations extracted from
the visual frames with EV are averaged and compared with
the class textual representations to identify the video pseudo-
label. Then, the scores of the visual frames are computed
and refined adapting M at test-time with self-supervision.
Finally, we exploit a captioning model to generate captions
and perform an additional suppression step. T3AL is applied
on a sample basis. Once the prediction for one sample is
made, the optimized parameters of M are reverted to the
original initialization.

4.2. Video-level pseudo-labelling

At test-time the only accessible information is the unlabelled
sample V = {xi}Ni=1 and the set of action categories C.
However, we can mitigate such lack of supervision by lever-

aging the knowledge already encoded in M, as VLMs have
demonstrated strong zero-shot capabilities in a wide range
of classification tasks. First, we compute a compact rep-
resentation from V as the average of its N frames’ latent
representations extracted with the vision encoder:

V̄ =
1

N

N∑
i=1

EV (xi) (1)

In this compact representation the noise coming from non-
informative frames present in the video is mitigated. Thus,
we can exploit V̄ to compute a pseudo-label y∗2 for the
whole video V , selecting the label with the maximum cosine
similarity:

y∗ = argmax
y∈C

cos
(
V̄, EL (y)

)
(2)

where cos (·, ·) indicates the cosine similarity. We propose
to use y∗ to guide the localization process, providing a foun-
dation for more temporally fine-grained predictions.

4.3. Self-supervised prediction refinement

The objective of the second step of our method is to refine
this coarse-grained video prediction to effectively localize

2In Fig 3, the pseudo-label is encoded as a star.
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regions in V where the action of class y∗ occurs. The video
comprises frames that capture the pseudo-label y∗, along-
side frames that do not exhibit any correspondence with it.
The model M can easily classify these frames, but struggles
on those lying in-between the two extremes as they involve
visual cues semantically linked to y∗ while neglecting the
actual execution of the action. Following this intuition, we
propose to utilize those frames on which the model M is
confident to filter out the noise in the prediction of the more
ambiguous ones. Therefore, we compute the semantic close-
ness of every frame in the video to y∗, assigning the score:

si = cos(EV (xi), EL (y∗)). (3)

and for each frame in V we denote the corresponding feature
representation as zi = EV (xi).

Frames with higher scores are more likely to be associ-
ated with the foreground, i.e., actions present in the video,
while frames with lower scores are more likely to correspond
to the background, representing non-action-related content.
Building on this consideration, we aim to strategically lever-
age these frames with a self-supervised objective to refine
the initial predictions. Specifically, we form a set of positive
samples Z+ from features with higher scores, and a set of
negative samples Z− from features with lower scores:

Z+ = {
(
z+i , s

+
i

)
}Ki=1, Z− = {

(
z−i , s−i

)
}Ki=1 (4)

For both sets, the K features to be selected are distributed
over the temporal dimension with a slight perturbation gov-
erned by a random noise ϵ, avoiding concentration and en-
suring diversity in the selection.

Our self-supervised objective can be formulated as:(
θ∗PV

, θ∗PL
, τ∗

)
= argmin

θP ,τ
L (5)

where we only adapt the parameters of the two projections
θP = (θPV

, θPL
), and the temperature parameter τ .

The loss L can be further decomposed into two, with one
taking as input the visual representations of the frames and
the other taking as input the scores:

L = Lz + Ls, (6)

where Lz is the Representation loss and Ls is the Separation
loss. The Representation loss is exclusively applied to the
positive set Z+ to bring positive frames closer in the embed-
ding space. Differently, we refrain from applying the same
objective to negative samples, as the background frames
of the video carry much diverse information with various
non-action-related visual cues. Without any guarantees of a
shared semantics, we should not force the representations of
these frames to be represented closer in space.

To address this, we adopt the BYOL [5] loss, commonly
utilized in self-supervised learning, particularly in scenarios
lacking negative examples.

This Representation loss enforces both visual and se-
mantic closeness among potentially repeated instances of
the same action within the video. Additionally, we assume
that semantic knowledge is a continuous function, i.e., the
information in a frame at time t is likely to be similar to
that in adjacent frames, incorporating them into the set of
positive candidates.

While the BYOL loss requires augmented views of a sam-
ple, we exploit the natural temporal dimension of videos
to obtain multiple views for free. Following these observa-
tions, all aforementioned positive samples can be seen as
augmented views and used to compute the loss as:

Lz = 2− 2 ·
< z+i , z

+
j >

∥z+i ∥2·∥z
+
j ∥2

(7)

where z+i and z+j are randomly sampled at each step.
The Separation loss is applied to both Z+ and Z− and

aims to push the scores of positive samples closer to 1 and
the negative ones to 0, promoting their separation. It is again
implemented as a BYOL loss (this component is ablated in
Sec. 5.2). Specifically, we define the prediction vector as the
concatenation of positive ad negative scores:

s = concat
(
{s+i }

K
i=1, {s−i }

K
i=1

)
∈ R2K (8)

and the binary target vector accordingly:

b =

[
1K
0K

]
∈ R2K (9)

Then, the loss is computed as:

Ls = 2− 2 · < s,b >

∥s∥2·∥b∥2
. (10)

At each step in the test-time adaptation, we recompute
Z+ and Z−. After T steps, the adapted model assigns a final
score to each frame in V . We compute a moving average of
these scores to further enhance temporal consistency. We
then obtain temporal action proposals, i.e., start/end time
displacements {t̂i}M̂i=1, by filtering with a threshold γ. In-
stead of using a fixed threshold, we set γ as the average
value of the scores along the whole video. After filtering, we
group consecutive frames into region proposals and update
each region label ŷi with the class that maximizes the cosine
similarity of the region-level representation, defined as the
average of its frames.

4.4. Text-guided region suppression

The last step aims to reduce potential incorrectly predicted
action proposals. To achieve this, we utilize the semantic
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guidance of a existing captioning model, to contribute in
identifying semantic variations from the textual modality.

First, all frames belonging to the selected action proposals
are captioned. Then, we feed the obtained captions to the
language encoder EL, averaging the textual representations
obtained within each temporal proposal t̂i to get a region-
level representation di that carries semantic information.
We establish a rejection criteria by calculating the pairwise
cosine similarity among all these representations. To this
aim, we define the matrix of pairwise cosine similarities as:

D = [dij ] , dij = cos (di, dj) (11)

Then, we binarize it at a threshold β and obtain D̂. Summing
up column-wise the elements in this binary mask, we obtain
a score vector d = D̂ diag

(
IM̂

)
∈ RM̂ that measures the

similarity of each action proposal with the others.
At last, a proposal t̂i is suppressed if its associated entry

in d is below a threshold α, i.e., its associated textual rep-
resentation is insufficiently close to the others. As a result,
we obtain {(yi, ti)}Mi=1, with M ≤ M̂ . After making a pre-
diction on V , the optimized parameters

(
θ∗PV

, θ∗PL
, τ∗

)
are

discarded and re-initialized with the original ones.
We adopt the CoCa [31] model. This model follows a

dual encoder architecture and includes an extra text decoder,
and is trained with a contrastive loss and a captioning loss.
This model is particularly convenient for our approach since
it allows us to adopt a single model to perform action classi-
fication as well as proposal generation and suppression, via
its the textual/visual encoder and the underlined captioner.

5. Experiments
Datasets and settings. We conduct experiments with two
popular untrimmed video datasets, i.e., ActivityNet-v1.3 [6]
and THUMOS14 [7]. ActivityNet-v1.3 contains 19,994
videos describing 200 action classes, while THUMOS14
has 413 videos from 20 categories. Following [9], we vali-
date our approach by dividing dataset classes into training
and testing. We consider a 50%-50% split and a 75%-25%
split. To guarantee statistical significance, we repeat class
sampling ten times per split, reporting their average.
Metrics. We report the mean Average Precision (mAP)
computed at different temporal IoU thresholds. Follow-
ing prior work [9, 20], our tables include mAP at IoU
thresholds of [0.3:0.1:0.7] for the THUMOS14 dataset and
[0.5:0.05:0.95] for the ActivityNet-v1.3 dataset.
Implementation details. We extract RGB frames maintain-
ing the original frame rate and resizing them to a resolution
of 224× 224. Class names are augmented with the prompt
“a video of action {CLS}”, for both T3AL and the
baselines defined in Sec. 5.1. We use CoCa (ViT-L/14) with
the implementation of [8]. We adapt it for a maximum of
T = 50 steps on THUMOS14 and T = 25 on ActivityNet-
v1.3, with early stopping on the individual sample: if the loss

Method mAP (%) ↑
0.3 0.4 0.5 0.6 0.7 Avg.

CLIP32 [22] 7.2 4.1 2.3 1.1 0.5 3.0
CLIP16 [22] 7.5 4.2 2.2 1.1 0.6 3.1
CoCa [31] 8.4 4.7 2.5 1.2 0.6 3.5

T3ALT=0 11.4 6.8 3.5 1.7 0.6 4.8
T3AL 20.7 14.3 8.9 5.3 2.7 10.4

CLIP16 w/ Detector [9, 20] 27.2 21.3 15.3 9.7 4.8 15.7
EffPrompt [9] 37.2 29.6 21.6 14.0 7.2 21.9
STALE [20] 38.3 30.7 21.2 13.8 7.0 22.2

Table 1. Results on THUMOS14 (50%-50%). Green is
our method , purple indicates training-based approaches.

Method mAP (%) ↑
0.3 0.4 0.5 0.6 0.7 Avg.

CLIP32 [22] 5.5 3.3 1.9 0.9 0.4 2.4
CLIP16 [22] 6.9 3.8 2.1 1.1 0.6 2.9
CoCa [31] 7.8 4.6 2.5 1.3 0.6 3.4

T3ALT=0 11.1 6.5 3.2 1.5 0.6 4.6
T3AL 19.2 12.7 7.4 4.4 2.2 9.2

CLIP16 w/ Detector [9, 20] 33.0 25.5 18.3 11.6 5.7 18.8
EffPrompt [9] 39.7 31.6 23.0 14.9 7.5 23.3
STALE [20] 40.5 32.3 23.5 15.3 7.6 23.8

Table 2. Results on THUMOS14 (75%-25%). Green is
our method , purple indicates training-based approaches.

does not diminish after 5 consecutive steps, the adaptation
process is halted and we proceed to the final prediction. We
use Adam optimizer with a learning rate of 1e−5, and set
α = 0.5, β = 0.75, and K = 4/20 for THUMOS14 and
ActivityNet-v1.3. We empirically observe that subtracting y∗

from the visual features improves the performance on THU-
MOS14, augmenting the discrimination between features
belonging to foreground and background of the action. We
observe the opposite on ActivityNet-v1.3 and attribute this
behaviour to the different average video length. We therefore
remove the background information only for THUMOS14.
All the experiments are conducted using one NVIDIA V100
GPU in floating point precision.

5.1. Comparative results

As we are unaware of methods designed for ZS-TAL that
abstain from training on labeled data, we propose three base-
lines on top of pre-trained VLMs: CLIP (ViT-B/32), CLIP
(ViT-B/16) [22], and CoCa (ViT-L/14) [31]. In the following,
we will refer to these as CLIP32, CLIP16, and CoCa. For
each of the three, the naive approach for TAL consists of
independently classifying the video frames. We evaluate the
cosine similarity between frame-level representations and
textual descriptions generated via prompting on the class
names. We convert their image-text cosine similarities into
probabilities with the softmax operator. To recognize frames
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Method mAP (%) ↑
0.50 0.75 0.95 Avg.

CLIP32 [22] 0.4 0.2 0.0 0.2
CLIP16 [22] 0.8 0.3 0.0 0.3
CoCa [31] 2.3 1.0 0.2 1.1

T3ALT=0 24.2 13.0 2.8 13.3
T3AL 25.8 13.9 3.1 14.3

CLIP16 w/ Detector [9, 20] 28.0 16.4 1.2 16.0
EffPrompt [9] 32.0 19.3 2.9 19.6
STALE [20] 32.1 20.7 5.9 20.5
UnLoc [30] 43.7 - - -

Table 3. Results on ActivityNet-v1.3 (50%-50%). Green is
our method , purple indicates training-based approaches.

Method mAP (%) ↑
0.50 0.75 0.95 Avg.

CLIP32 [22] 0.4 0.1 0.0 0.2
CLIP16 [22] 0.9 0.3 0.1 0.4
CoCa [31] 3.1 1.3 0.3 1.6

T3ALT=0 26.1 13.9 2.9 14.3
T3AL 28.1 14.9 3.3 15.4

CLIP16 w/ Detector [9, 20] 35.6 20.4 2.1 20.2
EffPrompt [9] 37.6 22.9 3.8 23.1
STALE [20] 38.2 25.2 6.0 24.9
UnLoc [30] 48.8 - - -

Table 4. Results on ActivityNet-v1.3 (75%-25%). Green is
our method , purple indicates training-based approaches.

as actions or background, we binarize their probabilities for
the predicted class. For this, we apply a threshold of 0.8. Fol-
lowing previous work [9, 20], we report a two-stage baseline
(which we call CLIP16 w/ Detector) consisting of a pre-
trained proposal detector [14] and CLIP as the second-stage
proposal classifier. As an additional baseline, we present
our method with T = 0 steps of adaptation, denoted as
T3ALT=0. Tab. 1 and Tab. 2 show results on THUMOS14
for the 50%-seen 50%-unseen and 75%-seen 25%-unseen
splits; Tab. 3 and Tab. 4 present the same class splits on
ActivityNet-v1.3. For the ease of readers, we also report
results on state-of-the-art models achieved through train-
ing. [9, 20, 30]. All the tables suggest that a naive applica-
tion of VLMs is insufficient for the ZS-TAL task. We further
show that a simple use of the video-level pseudo-labelling,
as detailed in Sec. 4, can considerably improve results of
these baselines. T3ALT=0 without TTA achieves an aver-
age improvement of +1.2% mAP on THUMOS14, and of
+12.4% mAP on ActivityNet-v1.3. With test-time learning
we improve further, with an extra gain of +1.0% and +5.1%
mAP on ActivityNet-v1.3 and THUMOS14. Refer to the
Supplementary Material for additional results.

Configuration mAP (%) ↑
Loss θP

V
θP

L
0.3 0.4 0.5 0.6 0.7 Avg.

BCE ✓ 16.7 10.8 6.4 3.5 1.8 7.9
Ls ✓ 18.1 11.7 6.9 3.7 1.7 8.4
Lz ✓ 20.9 14.3 8.7 4.9 2.5 10.3
Lz + Ls ✓ ✓ 20.7 14.3 8.9 5.3 2.8 10.4

Table 5. Ablation on learning objective. Green is
our configuration . Results are collected on THUMOS14 (50%-

50%).

Method Split mAP (%) ↑
0.3 0.4 0.5 0.6 0.7 Avg.

T3ALno sup 50:50 20.1 13.9 8.7 5.2 2.6 10.1
T3AL 50:50 20.7 14.3 8.9 5.3 2.8 10.4

T3ALno sup 75:25 18.6 12.2 7.0 4.2 2.1 8.8
T3AL 75:25 19.2 12.7 7.4 4.4 2.2 9.2

Table 6. Ablation on text-guided region suppression. Green is
our configuration . Results are collected on THUMOS14 (50%-

50%) and on THUMOS14 (75%-25%).

5.2. Ablation

We thoroughly ablate T3AL on the THUMOS14 dataset to
validate the effectiveness of our design choices. First, we
analyze the learning objective functions, followed by the
selected fine-tuned parameters and the final suppression step.
Furthermore, we conduct oracle experiments to showcase
the potential of our approach in addressing this challenging
scenario. When not state otherwise, we report results for the
50%-seen 50%-unseen split, averaged across the 10 splits to
guarantee statistical significance.
Learning objective. In Tab. 5 we analyze the learning objec-
tive and the selected parameters for adaptation. We compare
different configurations of the loss defined in Sec. 4.3 and
a binary cross entropy (BCE) loss on the same input of Lz .
Notably, incorporating the loss on the representations (see
Row 3-4) improves performance compared to solely utilizing
the loss on the scores (see Row 1-2). When the Representa-
tion loss is added to the Separation loss and we adapt both
the vision and language projection layers, we observe an
improvement up to +2.0% mAP.
Text-guided suppression. We assess the efficacy of the
final text-guided suppression (Sec. 4.4) in Tab. 6, and report
results for the 75:25 and 50:50 splits. The table include
results for when we apply this suppression (see Row 2-4)
and when we do not (see Row 1-3). Our findings indicate a
positive contribution from the suppression in all the settings.
Oracle analysis To validate the potential of our proposed
methodology, we conduct an extensive study on top of
T3AL. These analyses investigate the potential of our TTA
method under the relaxation of certain unsupervised con-
straints. Starting from our method design, we identify three
components we can replace with oracle information: perfect
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Figure 4. Oracle study. We re-evaluate our configuration with
partial perfect information as perfect class prediction for the
pseudo-label, perfect regions count selection in the video, and
perfect selection of positive and negative refinement samples.

With all perfect mechanisms, we surpass training-based models.

video-level pseudo-label, perfect region count, and perfect
positive selection. We report the performance fluctuation
derived from oracle knowledge in Fig. 4.

In the first experiment, we account for an imaginary clas-
sifier able to recognize with 100% accuracy the action from
the average representation of the video frames. We replace
the proposed pseudo-label y∗ with such a perfect prediction.
As shown in Fig. 4, a better classifier achieves up to +1.2%
mAP. In the second setting, we re-evaluate the performance
of our suppression strategy when we select the exact num-
ber of action regions m in the video. In this case, after
adaptation, we rank the predicted region proposals based on
their similarity with the pseudo-label and retain only the first
m. Similar to the previous analysis, perfect region count
results in a relative gain of +1.3% mAP. Last, we consider
the scenario where we retrieve positive samples from inter-
vals encapsulating the video-level pseudo-label and retrieve
negative samples from outside such intervals. These results
capitalize on a considerable gain in performance, surpassing
the improvements on the previous two, with a final score of
17.4%, i.e., +7% relative gain. The final experiment consider
all the aforementioned constraints relaxation at once. In this
configuration, the model performance increase further and
achieves 22.6% on average. Remarkably, these numbers
are on on par with state-of-the-art models models evaluated
in-domain, without requiring training data or human annota-
tions. To maintain comparability, the maximum number of
adaptation steps used in the main method is kept consistent
across all oracle experiments, even if there could potentially
be further improvements to the oracle.

6. Discussion
Our research highlighted a shortcoming in existing ZS-TAL
literature, indicating an inability of such models for out-of-

distribution generalization. Motivated by this observation,
we propose T3AL, a novel approach based on test-time
adaptation to fine-tune the model without any training data.
Our method expands a generic VLM, i.e., pre-trained on
image data without fine-tuning for TAL, to jointly adapt to
video data and learn to localize actions in a zero-shot manner.
We achieve all this by only adapting on unlabelled video
samples individually. Our experimental evaluation confirms
test-time adaptation as a promising direction to 1) calibrate
VLMs to solve action localization in videos and 2) mitigate
the out-of-distribution generalization problem of current ZS-
TAL approaches. Moreover, our study on partial perfect
information reveals that test-time adaptation can achieve
and surpass current state-of-the-art implementations without
training on labeled samples.

Limitations. T3AL relies heavily on good positive and neg-
ative samples, which are essential for adequate adaptation
to unlabelled data. Our selection protocol tags the frames
semantically closer to the video pseudo-label as positives
and the ones that are less similar as negatives. Negatives
selected in this way, however, may contain completely unre-
lated concepts such as titles or black screens. Such samples
are suboptimal compared to more informative hard negatives.
These hard negatives, such as frames that are highly corre-
lated with the actions in videos that are not part of the ground
truth regions, provide superior information for the adaptation
process. Additionally, the video-level pseudo-label restricts
to one the number of actions per video, idealizing the real-
world setup where multiple actions may appear concurrently.

Potential directions. While we propose test-time adapta-
tion to address the out-of-distribution problem of current
ZS-TAL models, we acknowledge other directions as viable
alternatives, such as cross-domain evaluation protocols (cur-
rently studied for video action recognition) or source-free
approaches [29, 32]. We also believe that VLMs pre-trained
for video data will provide a better starting point for temporal
visual tasks, similar to a pre-trained action localizer, to adapt
at test-time. Last, our results also partially highlight that
annotated training data is not fundamental to outperform cur-
rent state-of-the-art ZS-TAL methods. While not explored
in this work, we hypothesize that such behavior might be
associated with the inherent noise in the label space of action
datasets. The existing annotation lacks a well-defined tax-
onomy, i.e., current approaches must account for a mixture
of action verbs, nouns describing actions, and activities (i.e.,
succession of atomic actions). We advocate for a system-
atic action taxonomy as a vital future step towards better
action-related vision tasks.
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