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Figure 1. Renderings of three state-of-the-art methods and our VastGaussian from the Residence scene in the UrbanScene3D dataset [26].
(a, b) Mega-NeRF [44] and Switch-NeRF [61] produce blurry results with slow rendering speeds. (c) We modify 3D Gaussian Splatting
(3DGS) [21] so that it can be optimized for enough iterations on a 32 GB GPU. The rendered image is much sharper, but with a lot of
floaters. (d) Our VastGaussian achieves higher quality and much faster rendering than state-of-the-art methods in large scene reconstruction,
with much shorter training time.

Abstract

Existing NeRF-based methods for large scene recon-
struction often have limitations in visual quality and render-
ing speed. While the recent 3D Gaussian Splatting works
well on small-scale and object-centric scenes, scaling it
up to large scenes poses challenges due to limited video
memory, long optimization time, and noticeable appearance
variations. To address these challenges, we present Vast-
Gaussian, the first method for high-quality reconstruction
and real-time rendering on large scenes based on 3D Gaus-
sian Splatting. We propose a progressive partitioning strat-
egy to divide a large scene into multiple cells, where the
training cameras and point cloud are properly distributed
with an airspace-aware visibility criterion. These cells are
merged into a complete scene after parallel optimization.
We also introduce decoupled appearance modeling into the
optimization process to reduce appearance variations in
the rendered images. Our approach outperforms existing
NeRF-based methods and achieves state-of-the-art results
on multiple large scene datasets, enabling fast optimiza-
tion and high-fidelity real-time rendering. Project page:
https://vastgaussian.github.io.

1. Introduction

Large scene reconstruction is essential for many applica-
tions, including autonomous driving [22, 33, 54], aerial sur-
veying [6, 13], and virtual reality, which require photo-
realistic visual quality and real-time rendering. Some ap-
proaches [41, 44, 52, 53, 61] are introduced to extend neural
radiance fields (NeRF) [31] to large-scale scenes, but they
still lack details or render slowly. Recently, 3D Gaussian
Splatting (3DGS) [21] emerges as a promising approach
with impressive performance in visual quality and render-
ing speed, enabling photo-realistic and real-time rendering
at 1080p resolution. It is also applied to dynamic scene
reconstruction [28, 51, 55, 56] and 3D content generation
[12, 42, 59]. However, these methods focus on small-scale
and object-centric scenes. When applied to large-scale en-
vironments, there are several scalability issues. First, the
number of 3D Gaussians is limited by a given video mem-
ory, while the rich details of a large scene require numer-
ous 3D Gaussians. Naively applying 3DGS to a large-scale
scene would result in either low-quality reconstruction or
out-of-memory errors. For intuitive explanation, a 32 GB
GPU can be used to optimize about 11 million 3D Gaus-
sians, while the small Garden scene in the Mip-NeRF 360
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dataset [3] with an area of less than 100m2 already requires
approximately 5.8 million 3D Gaussians for a high-fidelity
reconstruction. Second, it requires sufficient iterations to
optimize an entire large scene as a whole, which could
be time-consuming, and unstable without good regulariza-
tions. Third, the illumination is usually uneven in a large
scene, and there are noticeable appearance variations in the
captured images, as shown in Fig. 2(a). 3DGS tends to pro-
duce large 3D Gaussians with low opacities to compensate
for these disparities across different views. For example,
bright blobs tend to come up close to the cameras with im-
ages of high exposure, and dark blobs are associated with
images of low exposure. These blobs turn to be unpleas-
ant floaters in the air when observed from novel views, as
shown in Fig. 2(b, d).

To address these issues, we propose Vast 3D Gaus-
sians (VastGaussian) for large scene reconstruction based
on 3D Gaussian Splatting. We reconstruct a large scene
in a divide-and-conquer manner: Partition a large scene
into multiple cells, optimize each cell independently, and
finally merge them into a full scene. It is easier to opti-
mize these cells due to their finer spatial scale and smaller
data size. A natural and naive partitioning strategy is to
distribute training data geographically based on their posi-
tions. This may cause boundary artifacts between two ad-
jacent cells due to few common cameras, and can produce
floaters in the air without sufficient supervision. Thus, we
propose visibility-based data selection to incorporate more
training cameras and point clouds progressively, which en-
sures seamless merging and eliminates floaters in the air.
Our approach allows better flexibility and scalability than
3DGS. Each of these cells contains a smaller number of 3D
Gaussians, which reduces the memory requirement and op-
timization time, especially when optimized in parallel with
multiple GPUs. The total number of 3D Gaussians con-
tained in the merged scene can greatly exceed that of the
scene trained as a whole, improving the reconstruction qual-
ity. Besides, we can expand the scene by incorporating new
cells or fine-tune a specific region without retraining the en-
tire large scene.

To reduce the floaters caused by appearance variations,
Generative Latent Optimization (GLO) [5] with appear-
ance embeddings [29] is proposed for NeRF-based meth-
ods [41, 61]. This approach samples points through ray-
marching, and the point features are fed into an MLP along
with appearance embeddings to obtain the final colors. The
rendering process is the same as the optimization, which
still requires appearance embeddings as input. It is not suit-
able for 3DGS as its rendering is performed by frame-wise
rasterization without MLPs. Therefore, we propose a novel
decoupled appearance modeling that is applied only in the
optimization. We attach an appearance embedding to the
rendered image pixel-by-pixel, and feed them into a CNN
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Figure 2. (a) Appearance may vary in adjacent training views.
(b) Dark or bright blobs may be created near cameras with training
images of different brightnesses. (c) 3D Gaussian Splatting uses
these blobs to fit the appearance variations, making the renderings
similar to the training images in (a). (d) These blobs appear as
floaters in novel views. (e) Our decoupled appearance modeling
enables the model to learn constant colors, so the rendered images
are more consistent in appearance across different views. (f) Our
approach greatly reduces floaters in novel views.

to obtain a transformation map for applying appearance ad-
justment on the rendered image. We penalize the structure
dissimilarities between the rendered image and its ground
truth to learn constant information, while the photometric
loss is calculated on the adjusted image to fit the appearance
variations in the training image. Only the consistent render-
ing is what we need, so this appearance modeling module
can be discarded after optimization, thus not slowing down
the real-time rendering speed.

Experiments on several large scene benchmarks confirm
the superiority of our method over NeRF-based methods.
Our contributions are summarized as follows:

• We present VastGaussian, the first method for high-
fidelity reconstruction and real-time rendering on large
scenes based on 3D Gaussian Splatting.

• We propose a progressive data partitioning strategy that
assigns training views and point clouds to different cells,
enabling parallel optimization and seamless merging.

• We introduce decoupled appearance modeling into the
optimization process, which suppresses floaters due to ap-
pearance variations. This module can be discarded after
optimization to obtain the real-time rendering speed.
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2. Related Work

2.1. Large Scene Reconstruction

There is significant progress in image-based large scene re-
construction over the past decades. Some works [1, 16,
23, 34, 38, 39, 62] follow a structure-from-motion (SfM)
pipeline to estimate camera poses and a sparse point cloud.
The following works [17, 19] produce a dense point cloud
or triangle mesh from the SfM output based on multi-
view stereo (MVS). As NeRF [31] becomes a popular
3D representation for photo-realistic novel-view synthe-
sis in recent years [35], many variants are proposed to
improve quality [2–4, 24, 45, 47–49, 57], increase speed
[8, 9, 11, 14, 20, 32, 36, 37, 40, 43, 46, 58, 60], extend to
dynamic scenes [7, 15, 18, 25, 27, 50], and so on. Some
methods [41, 44, 52, 53, 61] scale it to large scenes. Block-
NeRF [41] divides a city into multiple blocks and distributes
training views according to their positions. Mega-NeRF
[44] uses grid-based division and assigns each pixel in an
image to different grids through which its ray passes. Un-
like these heuristics partitioning strategies, Switch-NeRF
[61] introduces a mixture-of-NeRF-experts framework to
learn scene decomposition. Grid-NeRF [53] does not per-
form scene decomposition, but rather uses an integration of
NeRF-based and grid-based methods. While the rendering
quality of these methods is significantly improved over tra-
ditional ones, they still lack details and render slowly. Re-
cently, 3D Gaussian Splatting [21] introduces an expressive
explicit 3D representation with high-quality and real-time
rendering at 1080p resolution. However, it is non-trivial to
scale it up to large scenes. Our VastGaussian is the first one
to do so with novel designs for scene partitioning, optimiz-
ing, and merging.

2.2. Varying Appearance Modeling

Appearance variation is a common problem in image-based
reconstruction under changing lighting or different camera
setting such as auto-exposure, auto-white-balance and tone-
mapping. NRW [30] trains an appearance encoder in a
data-driven manner with a contrastive loss, which takes a
deferred-shading deep buffer as input and produces an ap-
pearance embedding (AE). NeRF-W [29] attaches AEs to
point-based features in ray-marching, and feeds them into
an MLP to obtain the final colors, which becomes a stan-
dard practice in many NeRF-based methods [41, 44, 61].
Ha-NeRF [10] makes AE a global representation across dif-
ferent views, and learns it with a view-consistent loss. In
our VastGaussian, we concatenate AEs with rendered im-
ages, feed them into a CNN to obtain transformation maps,
and use the transformation maps to adjust the rendered im-
ages to fit the appearance variations.

3. Preliminaries

In this paper, we propose VastGaussian for large scene re-
construction and rendering based on 3D Gaussian Splatting
(3DGS) [21]. 3DGS represents the geometry and appear-
ance via a set of 3D Gaussians G. Each 3D Gaussian is
characterized by its position, anisotropic covariance, opac-
ity, and spherical harmonic coefficients for view-dependent
colors. During the rendering process, each 3D Gaussian is
projected to the image space as a 2D Gaussian. The pro-
jected 2D Gaussians are assigned to different tiles, sorted
and alpha-blended into a rendered image in a point-based
volume rendering manner [63].

The dataset used to optimize a scene contains a sparse
point cloud P and training views V = {(Ci, Ii)}, where Ci
is the i-th camera, and Ii is the corresponding image. P and
{Ci} are estimated by Structure-from-Motion (SfM) from
{Ii}. P is used to initialize 3D Gaussians, and V is used
for differentiable rendering and gradient-based optimization
of 3D Gaussians. For camera Ci, the rendered image Ir

i =
R(G, Ci) is obtained by a differentiable rasterizer R. The
properties of 3D Gaussians are optimized with respect to
the loss function between Ir

i and Ii as follows:

L = (1− λ)L1(Ir
i , Ii) + λLD-SSIM(Ir

i , Ii), (1)

where λ is a hyper-parameter, and LD-SSIM denotes the D-
SSIM loss [21]. This process is interleaved with adaptive
point densification, which is triggered when the cumulative
gradient of the point reaches a certain threshold.

4. Method

3DGS [21] works well on small and object-centric scenes,
but it struggles when scaled up to large environments due to
video memory limitation, long optimization time, and ap-
pearance variations. In this paper, we extend 3DGS to large
scenes for real-time and high-quality rendering. We propose
to partition a large scene into multiple cells that are merged
after individual optimization. In Sec. 4.1, we introduce a
progressive data partitioning strategy with airspace-aware
visibility calculation. Sec. 4.2 elaborates how to optimize
individual cells, presenting our decoupled appearance mod-
eling to capture appearance variations in images. Finally,
we describe how to merge these cells in Sec. 4.3.

4.1. Progressive Data Partitioning

We partition a large scene into multiple cells and assign
parts of the point cloud P and views V to these cells for
optimization. Each of these cells contains a smaller number
of 3D Gaussians, which is more suitable for optimization
with lower memory capacity, and requires less training time
when optimized in parallel. The pipeline of our progressive
data partitioning strategy is shown in Fig. 3.
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Figure 3. Progressive data partitioning. Top row: (a) The whole scene is divided into multiple regions based on the 2D camera positions
projected on the ground plane. (b) Parts of the training cameras and point cloud are assigned to a specific region according to its expanded
boundaries. (c) More training cameras are selected to reduce floaters, based on an airspace-aware visibility criterion, where a camera
is selected if it has sufficient visibility on this region. (d) More points of the point cloud are incorporated for better initialization of 3D
Gaussians, if they are observed by the selected cameras. Bottom row: Two visibility definitions to select more training cameras. (e) A
naive way: The visibility of the i-th camera on the j-th cell is defined as Ωsurf

ij /Ωi, where Ωi is the area of the image Ii, and Ωsurf
ij is the

convex hull area formed by the surface points in the j-th cell that are projected to Ii. (f) Our airspace-aware solution: The convex hull
area Ωair

ij is calculated on the projection of the j-th cell’s bounding box in Ii. (g) Floaters caused by depth ambiguity with improper point
initialization, which cannot be eliminated without sufficient supervision from training cameras.

Camera-position-based region division. As shown in
Fig. 3(a), we partition the scene based on the projected cam-
era positions on the ground plane, and make each cell con-
tain a similar number of training views to ensure balanced
optimization between different cells under the same num-
ber of iterations. Without loss of generality, assuming that
a grid of m×n cells fits the scene in question well, we first
partition the ground plane into m sections along one axis,
each containing approximately |V|/m views. Then each of
these sections is further subdivided into n segments along
the other axis, each containing approximately |V|/(m×n)
views. Although here we take grid-based division as an ex-
ample, our data partitioning strategy is also applicable to
other geography-based division methods, such as sectoriza-
tion and quadtrees.
Position-based data selection. As illustrated in Fig. 3(b),
we assign part of the training views V and point cloud P
to each cell after expanding its boundaries. Specifically,
let the j-th region be bounded in a ℓhj × ℓwj rectangle; the
original boundaries are expanded by a certain percentage,
20% in this paper, resulting in a larger rectangle of size
(ℓhj +0.2ℓhj )×(ℓwj +0.2ℓwj ). We partition the training views
V into {Vj}m×n

j=1 based on the expanded boundaries, and
segment the point cloud P into {Pj} in the same way.

Visibility-based camera selection. We find that the se-
lected cameras in the previous step are insufficient for high-
fidelity reconstruction, which can lead to poor detail or
floater artifact. To solve this problem, we propose to add
more relevant cameras based on a visibility criterion, as
shown in Fig. 3(c). Given a yet-to-be-selected camera Ci,
let Ωij be the projected area of the j-th cell in the image Ii,
and let Ωi be the area of Ii; visibility is defined as Ωij/Ωi.
Those cameras with a visibility value greater than a pre-
defined threshold Th are selected.

Note that different ways of calculating Ωij result in dif-
ferent camera selections. As illustrated in Fig. 3(e), a natu-
ral and naive solution is based on the 3D points distributed
on the object surface. They are projected on Ii to form
a convex hull of area Ωsurf

ij . This calculation is airspace-
agnostic because it takes only the surface into account.
Therefore some relevant cameras are not selected due to its
low visibility on the j-th cell in this calculation, which re-
sults in under-supervision for airspace, and cannot suppress
floaters in the air.

We introduce an airspace-aware visibility calculation, as
shown in Fig. 3(f). Specifically, an axis-aligned bounding
box is formed by the point cloud in the j-th cell, whose
height is chosen as the distance between the highest point
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Figure 4. Decoupled appearance modeling. The rendered image
Ir
i is downsampled to a smaller resolution, concatenated by an

optimizable appearance embedding ℓi in a pixel-wise manner to
obtain Di, and then fed into a CNN to generate a transformation
map Mi. Mi is used to perform appearance adjustment on Ir

i to
get an appearance-variant image Ia

i , which is used to calculate the
loss L1 against the ground truth Ii, while Ir

i is used to calculate
the D-SSIM loss.

and the ground plane. We project the bounding box onto
Ii and obtain a convex hull area Ωair

ij . This airspace-aware
solution takes into account all the visible space, which en-
sures that given a proper visibility threshold, the views with
significant contributions to the optimization of this cell are
selected and provide enough supervision for the airspace.
Coverage-based point selection. After adding more rele-
vant cameras to the j-th cell’s camera set Vj , we add the
points covered by all the views in Vj into Pj , as illustrated
in Fig. 3(d). The newly selected points can provide bet-
ter initialization for the optimization of this cell. As illus-
trated in Fig. 3(g), some objects outside the j-th cell can
be captured by some views in Vj , and new 3D Gaussians
are generated in wrong positions to fit these objects due to
depth ambiguity without proper initialization. However, by
adding these object points for initialization, new 3D Gaus-
sians in correct positions can be easily created to fit these
training views, instead of producing floaters in the j-th cell.
Note that the 3D Gaussians generated outside the cell are
removed after the optimization of the cell.

4.2. Decoupled Appearance Modeling

There are obvious appearance variations in the images taken
in uneven illumination, and 3DGS tends to produce floaters
to compensate for these variations across different views, as
shown in Fig. 2(a–d).

To address this problem, some NeRF-based methods
[29, 41, 44, 61] concatenate an appearance embedding to
point-based features in pixel-wise ray-marching, and feed
them into the radiance MLP to obtain the final color. This
is not suitable for 3DGS, whose rendering is performed by

frame-wise rasterization without MLPs. Instead, we intro-
duce decoupled appearance modeling into the optimization
process, which produces a transformation map to adjust
the rendered image to fit the appearance variations in the
training image, as shown in Fig. 4. Specifically, we first
downsample the rendered image Ir

i to not only prevent the
transformation map from learning high-frequency details,
but also reduce computation burden and memory consump-
tion. We then concatenate an appearance embedding ℓi of
length m to every pixel in the three-channel downsampled
image, and obtain a 2D map Di with 3 +m channels. Di is
fed into a convolutional neural network (CNN), which pro-
gressively upsamples Di to generate Mi that is of the same
resolution as Ir

i . Finally, the appearance-variant image Ia
i

is obtained by performing a pixel-wise transformation T on
Ir
i with Mi:

Ia
i = T (Ir

i ;Mi). (2)

In our experiments, a simple pixel-wise multiplication
works well on the datasets we use. The appearance embed-
dings and CNN are optimized along with the 3D Gaussians,
using the loss function modified from Eq. (1):

L = (1− λ)L1(Ia
i , Ii) + λLD-SSIM(Ir

i , Ii). (3)

Since LD-SSIM mainly penalizes the structural dissimilar-
ity, applying it between Ir

i and the ground truth Ii makes
the structure information in Ir

i close to Ii, leaving the ap-
pearance information to be learned by ℓi and the CNN. The
loss L1 is applied between the appearance-variant render-
ing Ia

i and Ii, which is used to fit the ground truth image
Ii that may have appearance variations from other images.
After training, Ir

i is expected to have a consistent appear-
ance with other images, from which the 3D Gaussians can
learn an average appearance and correct geometry of all the
input views. This appearance modeling can be discarded
after optimization, without slowing down the real-time ren-
dering speed.

4.3. Seamless Merging

After optimizing all the cells independently, we need to
merge them to get a complete scene. For each optimized
cell, we delete the 3D Gaussians that are outside the orig-
inal region (Fig. 3(a)) before boundary expansion. Other-
wise, they could become floaters in other cells. We then
merge the 3D Gaussians of these non-overlapping cells. The
merged scene is seamless in appearance and geometry with-
out obvious border artifacts, because some training views
are common between adjacent cells in our data partitioning.
Therefore, there is no need to perform further appearance
adjustment like Block-NeRF [41]. The total number of 3D
Gaussians contained in the merged scene can greatly exceed
that of the scene trained as a whole, thus improving the re-
construction quality.
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Scene Building Rubble Campus Residence Sci-Art

Metrics SSIM PSNR LPIPS SSIM PSNR LPIPS SSIM PSNR LPIPS SSIM PSNR LPIPS SSIM PSNR LPIPS

Mega-NeRF 0.569 21.48 0.378 0.575 24.70 0.407 0.561 23.93 0.513 0.648 22.86 0.330 0.769 26.25 0.263
Switch-NeRF 0.594 22.07 0.332 0.586 24.93 0.377 0.565 24.03 0.495 0.675 23.41 0.280 0.793 27.07 0.224
Grid-NeRF (grid branch) – – – 0.780 25.47 0.213 0.767 25.51 0.174 0.807 24.37 0.142 – – –
Grid-NeRF (nerf branch) – – – 0.767 24.13 0.207 0.757 24.90 0.162 0.802 23.77 0.137 – – –
Modified 3DGS 0.769 23.01 0.164 0.800 26.78 0.161 0.712 23.89 0.289 0.825 23.40 0.142 0.843 25.24 0.166

VastGaussian (Ours) 0.804 23.50 0.130 0.823 26.92 0.132 0.816 26.00 0.151 0.852 24.25 0.124 0.885 26.81 0.121

Table 1. Quantitative evaluation of our method compared to previous work on five large scenes. We report SSIM↑, PSNR↑ and LPIPS↓ on
test views. The best and second best results are highlighted. “–” denotes missing data from the Grid-NeRF paper.

5. Experiments

5.1. Experimental Setup

Implementation. We evaluate our model with 8 cells in
our main experiments. The visibility threshold is 25%. The
rendered images are downsampled by 32 times before be-
ing concatenated with the appearance embeddings of length
64. Each cell is optimized for 60, 000 iterations. The den-
sification [21] starts at the 1, 000th iteration and ends at the
30, 000th iteration, with an interval of 200 iterations. The
other settings are identical to those of 3DGS [21]. Both the
appearance embeddings and the CNN use a learning rate of
0.001. We perform Manhattan world alignment to make the
y-axis of the world coordinate perpendicular to the ground
plane. We describe the CNN architecture in the supplement.
Datasets. The experiments are conducted on five large-
scale scenes: Rubble and Building from the Mill-19 dataset
[44], and Campus, Residence, and Sci-Art from the Urban-
Scene3D dataset [26]. Each scene contains thousands of
high-resolution images. We downsample the images by 4
times for training and validation, following previous meth-
ods [44, 61] for fair comparison.
Metrics. We evaluate the rendering quality using three
quantitative metrics: SSIM, PSNR, and AlexNet-based
LPIPS. The aforementioned photometric variation makes
the evaluation difficult, as it is uncertain which photomet-
ric condition should be replicated. To address this issue, we
follow Mip-NeRF 360 [3] to perform color correction on
the rendered images before evaluating the metrics of all the
methods, which solves a per-image least squares problem
to align the RGB values between the rendered image and its
corresponding ground truth. We also report the rendering
speed at 1080p resolution, average training time, and video
memory consumption.
Compared methods. We compare our VastGaussian with
four methods: Mega-NeRF [44], Switch-NeRF [61], Grid-
NeRF [53], and 3DGS [21]. For 3DGS, we need to increase
optimization iterations to make it comparable in our main
experiments, but naively doing that causes out-of-memory
errors. Therefore, we increase the densification interval
accordingly to build a feasible baseline (termed Modified

Dataset Mill-19 UrbanScene3D

Metrics Training VRAM FPS Training VRAM FPS

Mega-NeRF 30h19m 5.0G 0.25 28h01m 5.0G 0.31
Switch-NeRF 41h58m 9.9G 0.12 38h47m 9.9G 0.15
Grid-NeRF 17h44m 14.0G 0.26 17h38m 14.0G 0.30
Modified 3DGS 19h32m 31.1G 177.75 20h12m 31.2G 210.99

VastGaussian 2h25m 10.4G 126.45 2h56m 11.9G 171.92

Table 2. Comparison of training time, training video memory con-
sumption (VRAM), and rendering speed.

3DGS). The other configurations are the same as those in
the original 3DGS paper. For Grid-NeRF, its code is re-
leased without rendered images and carefully tuned config-
uration files due to its confidentiality requirements. These
unavailable files are critical to its performance, making its
results not reproducible. Therefore, we use its code to eval-
uate only its training time, memory and rendering speed,
while the quality metrics are copied from its paper.

5.2. Result Analysis

Reconstruction quality. In Tab. 1, we report the mean
SSIM, PSNR, and LPIPS metrics in each scene. Our Vast-
Gaussian outperforms the compared methods in all the
SSIM and LPIPS metrics by significant margins, suggest-
ing that it reconstructs richer details with better rendering in
perception. In terms of PSNR, VastGaussian achieves bet-
ter or comparable results. We also show visual comparison
in Fig. 5. The NeRF-based methods fall short of details and
produce blurry results. Modified 3DGS has sharper render-
ing but produces unpleasant floaters. Our method achieves
clean and visually pleasing rendering. Note that due to
the noticeable over-exposure or under-exposure in some test
images, VastGaussian exhibits slightly lower PSNR values,
but produces significantly better visual quality, sometimes
even being more clear than the ground truth, such as the
example on the 3rd row in Fig. 5. The high quality of Vast-
Gaussian is partly thanks to its large number of 3D Gaus-
sians. Take the Campus scene for example, the number of
3D Gaussians in Modified 3DGS is 8.9 million, while for
VastGaussian the number is 27.4 million.
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Ground Truth VastGaussian (Ours) Mega-NeRF Switch-NeRFModified 3DGS

Figure 5. Qualitative comparison between VastGaussian and previous work. Floaters are pointed out by green arrows.

Efficiency and memory. In Tab. 2, we report the train-
ing time, video memory consumption during optimization,
and rendering speed. Mega-NeRF, Switch-NeRF and Vast-
Gaussian are trained on 8 Tesla V100 GPUs, while Grid-
NeRF and Modified 3DGS on a single V100 GPU as they
do not perform scene decomposition. The rendering speeds
are tested on a single RTX 3090 GPU. Our VastGaussian re-
quires much shorter time to reconstruct a scene with photo-
realistic rendering. Compared to Modified 3DGS, Vast-
Gaussian greatly reduces video memory consumption on a
single GPU. Since VastGaussian has more 3D Gaussians in
the merged scene than Modified 3DGS, its rendering speed

is slightly slower than Modified 3DGS, but is still much
faster than the NeRF-based methods, achieving real-time
rendering at 1080p resolution.

5.3. Ablation Study

We perform ablation study on the Sci-Art scene to evaluate
different aspects of VastGaussian.
Data partition. As shown in Fig. 6 and Tab. 3, both
visibility-based camera selection (VisCam) and coverage-
based point selection (CovPoint) can improve visual qual-
ity. Without each or both of them, floaters can be created in
the airspace of a cell to fit the views observing regions out-
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w/o VisCam

w/o VisCam & CovPoint

Figure 6. The visibility-based camera selection and coverage-
based point selection can reduce floaters in the airspace.

Model setting SSIM PSNR LPIPS

1) w/o VisCam 0.694 20.05 0.261
2) w/o CovPoint 0.874 26.14 0.128
3) w/o VisCam & CovPoint 0.699 20.35 0.253
4) airspace-aware → agnostic 0.855 24.54 0.128
5) w/o Decoupled AM 0.858 25.08 0.148

Full model 0.885 26.81 0.121

Table 3. Ablation on data partition, visibility calculation and de-
coupled appearance modeling (Decoupled AM).

side the cell. As shown in Fig. 7, the visibility-based camera
selection can ensure more common cameras between adja-
cent cells, which eliminates the noticeable boundary artifact
of appearance jumping when it is not implemented.
Airspace-aware visibility calculation. As illustrated in the
4th row of Tab. 3 and Fig. 8, the cameras selected based on
the airspace-aware visibility calculation provide more su-
pervision for the optimization of a cell, thus not producing
floaters that are presented when the visibility is calculated
in the airspace-agnostic way.
Decoupled appearance modeling. As shown in Fig. 2 and
the 5th row of Tab. 3, our decoupled appearance modeling
reduces the appearance variations in the rendered images.
Therefore, the 3D Gaussians can learn consistent geome-
try and colors from training images with appearance vari-
ations, instead of creating floaters to compensate for these
variations. Please also see the videos in the supplement.
Different number of cells. As shown in Tab. 4, more cells
reconstruct better details in VastGaussian, leading to better
SSIM and LPIPS values, and shorter training time when the
cells are optimized in parallel. However, when the cell num-
ber reaches 16 or bigger, the quality improvement becomes

with VisCam w/o VisCam

Figure 7. The visibility-based camera selection can eliminate the
appearance jumping on the cell boundaries.

Airspace-aware Airspace-agnostic

Figure 8. Heavy floaters appear when the visibility is calculated in
the airspace-agnostic way.

#Cell #GPU SSIM PSNR LPIPS Training

4 4 0.870 26.39 0.136 2h46m
8 8 0.885 26.81 0.121 2h39m

16 16 0.888 26.80 0.116 2h30m
24 24 0.892 26.64 0.110 2h19m

Table 4. Effect of different cell numbers.

marginal, and PSNR slightly decreases because there may
be gradual brightness changes in a rendered image from
cells that are far apart.

6. Conclusion and Limitation
In this paper, we propose VastGaussian, the first high-
quality reconstruction and real-time rendering method on
large-scale scenes. The introduced progressive data par-
titioning strategy allows for independent cell optimization
and seamless merging, obtaining a complete scene with suf-
ficient 3D Gaussians. Our decoupled appearance modeling
decouples appearance variations in the training images, and
enables consistent rendering across different views. This
module can be discarded after optimization to obtain faster
rendering speed. While our VastGaussian can be applied to
spatial divisions of any shape, we do not provide an optimal
division solution that should consider the scene layout, the
cell number and the training camera distribution. In addi-
tion, there are a lot of 3D Gaussians when the scene is huge,
which may need a large storage space and significantly slow
down the rendering speed.
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