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Figure 1. Comparison between previous methods and ours on how to harness the unlabeled frames. (a) Previous methods perform
global temporal modeling (GTM) to process all frames from a sequence including labeled and unlabeled ones, without the exploitation of
the unlabeled frames. (b) Our method employs two types of unlabeled frames: (i) the neighboring frames (NFs) provide motion cues for
accurately segmenting the sounding object; (ii) the distant frames (DFs) contain semantic cues for enhancing data diversity. (c) Based on
TPAVI method, compared to the model trained only using labeled frames (w/o GTM), previous methods using global temporal modeling
(w/ GTM) only show marginal performance gain; while our method achieves significant improvement with the unlabeled frames.

Abstract

Audio-visual segmentation (AVS) aims to segment the
sounding objects in video frames. Although great progress
has been witnessed, we experimentally reveal that current
methods reach marginal performance gain within the use of
the unlabeled frames, leading to the underutilization issue.
To fully explore the potential of the unlabeled frames for
AVS, we explicitly divide them into two categories based on
their temporal characteristics, i.e., neighboring frame (NF)
and distant frame (DF). NFs, temporally adjacent to the la-
beled frame, often contain rich motion information that as-
sists in the accurate localization of sounding objects. Con-
trary to NFs, DFs have long temporal distances from the
labeled frame, which share semantic-similar objects with
appearance variations. Considering their unique charac-
teristics, we propose a versatile framework that effectively
leverages them to tackle AVS. Specifically, for NFs, we ex-
ploit the motion cues as the dynamic guidance to improve
the objectness localization. Besides, we exploit the semantic
cues in DFs by treating them as valid augmentations to the
labeled frames, which are then used to enrich data diversity
in a self-training manner. Extensive experimental results
demonstrate the versatility and superiority of our method,
unleashing the power of the abundant unlabeled frames.

1. Introduction

Humans perceive the surroundings not only by seeing but
also by hearing to accurately and efficiently obtain the tar-
get information [23]. In the audio-visual understanding
field, the demand to visually attend to the auditory objects
has driven the exploration of the audio-visual segmentation
(AVS) task [81]. The goal of AVS is to localize and segment
the sounding objects in the video frames with the guidance
of audio signals. And the successful grounding of auditory
objects with the AVS task will benefit a wide range of down-
stream tasks such as multi-modal content editing [1, 42, 43],
video surveillance [6, 7], and robot industry [17, 74].

To address the task, current methods [19, 44, 47, 49,
50, 54, 81] are based on the dataset which is sparsely an-
notated. Concretely, due to the high labeling costs, only
few frames in a video frame sequence are annotated with
groundtruth masks, leaving the rest abundance of frames
unlabeled. For example, in AVSBench-S4 dataset [81],
only one sampled frame is annotated for a 5-second video.
Despite the predominance of unlabeled frames within the
datasets, current approaches [19, 44, 47, 49, 54, 81] adopt
global temporal modeling module (GTM) that overempha-
sizes on exploiting the labeled frames to help address AVS,
which may lead to the underutilization of the abundant un-
labeled frames. To further verify this, we perform experi-
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ments based on the typical TPAVI [81] method. The results
in Fig. 1 (c) demonstrate that compared with the baseline
model (w/o GTM) trained with only labeled frames, current
approach (w/ GTM) without tailored handling for the unla-
beled frames only provides marginal improvement. There-
fore, we are motivated to explore a more effective way to
utilize the unlabeled frames for the AVS task.

Before delving into the exploitation of the unlabeled
frames, let us rethink the characteristics of the abundant un-
labeled frames. Taking Fig. 1 (b) as an example, given a tar-
get labeled frame describing “dog jumping”, its neighboring
unlabeled frames usually have very tiny visual appearance
changes. For the distant frames, they usually contain the
same object but with large appearance variations to the ob-
ject in the labeled frame, e.g., the dog has transformed from
the pose “jumping” in the labeled frame to “walking” or
“standing still” in the distant frames. Based on the obser-
vation, we start by first dividing the unlabeled frames into
two categories: neighboring frame (NF) and distant frame
(DF), based on the temporal distance with the target labeled
frame. Though the visual changes are very limited, NFs
often contain rich dynamic motion information that is im-
portant to the audio-visual understanding [2, 8, 12, 64, 78].
If properly used, the motion can not only assist in the ac-
curate localization of the sounding objects but also provide
the shape details of objects. For the DFs, both they and the
labeled frame reflect the different stages of an audio-visual
event [22, 23, 53, 62]. Contrary to the NFs, this long-term
temporal relationship means that the DFs generally share
the same or semantic-similar objects but with large appear-
ance variations. Therefore, DFs could serve as the natural
semantic augmentations for the labeled frames, which can
be utilized to diversify the training data, thereby enhancing
the model generalization capabilities.

Considering the characteristics of NFs and DFs, we pro-
pose a universal unlabeled frame exploitation (UFE) frame-
work to leverage the two types of unlabeled frames with
different strategies. For NFs, we extract the motion by cal-
culating the optical flow between the target labeled frame
and its NFs. And we explicitly feed the flow as model input
to incorporate the motion guidance, which is complemen-
tary to the still RGB frame. In terms of DFs, since they
are the natural semantic augmentations to labeled frames,
the training data could be significantly enriched beyond the
labeled frames. To this end, we propose a teacher-student
network training framework to provide valid supervision for
the unlabeled frames with the weak-to-strong consistency,
where the predictions for the strong-augmented frames from
the student are supervised by the predictions for the weak-
augmented ones from the teacher. We perform the exper-
iments by applying our proposed framework to two repre-
sentative methods TPAVI [81] and AVSegFormer [19]. Ex-
tensive experimental results demonstrate the effectiveness

of our proposed method to attack the AVS task by exploit-
ing the unlabeled frames. The main contributions are:
• We propose a simple but effective partition strategy for

the unlabeled frames based on the temporal characteris-
tics, i.e., neighboring frames and distant frames, relieving
the underutilization issue in AVS.

• We propose UFE, a versatile framework that leverages the
NFs and DFs, where NFs provide motion guidance and
DFs enhance the data diversity beyond the labeled frames,
explicitly improving the objectness segmentation.

• Extensive experiments show our method can effectively
exploit the abundant unlabeled frames and achieves new
state-of-the-art performance on the AVS task, e.g., 78.96
mIoU with ResNet backbone and 83.15 mIoU with PVT
backbone on AVSBench-S4 dataset.

2. Related Work
Audio-Visual Segmentation. With the advancement of
multi-modal learning [4, 33, 35–37], many audio-visual un-
derstanding problems have been studied, such as audio-
visual sound separation [9, 18, 70, 77, 79], audio-visual seg-
mentation [3, 27–29, 45, 48, 50, 60, 61, 66] and audio-visual
video understanding [39, 41, 46, 69, 69]. In this paper, we
focus on the audio-visual segmentation (AVS) task, whose
purpose is to segment the sounding objects in video frames.
Previous methods [3, 27–29, 45, 48, 59–61, 66] usually
tackled the task in self-supervised or weakly-supervised
learning and termed the task as visual sound source local-
ization. Recently researchers [19, 44, 47, 49, 50, 54, 81]
have been tackling AVS under the umbrella of supervised
learning on the sparsely-annotated AVSBench dataset [81].
And based on architecture, we divide these methods into
two categories: FCN-based [54, 81] and transformer-based
methods [19, 44, 47, 49, 50]. For the FCN-based methods,
the typical model is TPAVI [81]. The key design of [81]
is the temporal pixel-wise audio-visual interaction (TPAVI)
module which performs audio-visual feature fusion similar
to the non-local block [73]. In terms of the transformer-
based models [19, 44, 47, 49, 50], the general idea is to
achieve audio-visual fusion and mask decoding with trans-
former [71]. For example, AVSegFormer [19] employs
cross-attention to merge the spatial-temporal mask visual
features and the audio embeddings. Although the architec-
ture designs of FCN-based and transformer-based methods
differ, they share a similar architecture pipeline, which con-
sists of feature extraction, audio-visual fusion, and mask de-
coding. Besides, we observe current methods usually pro-
cess the labeled frames and unlabeled frames from a video
equally and predict the segmentations for all frames. How-
ever, due to the lack of annotations for the unlabeled data,
the predictions for the unlabeled frames have no supervi-
sion. Inevitably, the methods without special handling for
unlabeled frames lead to a suboptimal utilization problem.
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Motion and Sound. Object motions and air vibration cause
sound. We humans usually perceive sound together with
the motion of visual objects. This strong relation between
sound and motion has been studied by previous methods,
e.g., [14, 40] employed probabilistic models to investigate
the relationship between motion and sound. Moreover,
many previous works [2, 5, 8, 11, 12, 16, 58, 64, 78] have
shown the important role that motion plays in audio-visual
learning. For example, lip motion is a vital clue for speech
processing tasks such as speech denoising [16] and speech
separation [8, 58]. Other studies [2, 78] also modelled
the temporal motion information [31, 32, 34, 80] in visual
frames to solve the cocktail-party problem. However, few
works explore motion for the AVS task.
Teacher-Student Network. Teacher-student network has
become the dominant architecture for many problems [15,
21, 26, 30, 38, 51, 65, 68, 75, 76, 82]. In a teacher-student
network, the prediction of the teacher model is used to regu-
larize the prediction of the student model, thereby, transfer-
ring the teacher’s knowledge. When employed to handle
scenarios encompassing both labeled and unlabeled data,
the teacher trained with labeled data can generate pseudo-
labels for the unlabeled data, which the student then tries to
match. In our model design, we first separate the labeled
frames and unlabeled frames from a sequence for indepen-
dent processing, and frame-wisely consider the labeled and
the unlabeled frames across the dataset in our framework.
To exploit the unlabeled frames, we adopt the weak-to-
strong consistency [51, 55, 65, 76] by regularizing the pre-
dictions for the strong-augmented unlabeled frames from
the student with the predictions for the weak-augmented
unlabeled frames from the teacher. Thereby, the unlabeled
frames can obtain supervision in a self-supervised manner.

3. Motivation
For the task of audio-visual segmentation (AVS), the in-
put data consists of a sequence of sampled video frames
V = {Ii}Ti=1, where Ii ∈ R3×H0×W0 , and its correspond-
ing audios A = {ai}Ti=1, where ai ∈ Rd is the audio
clip with each video frame. The objective of the AVS
task is to segment the sounding objects corresponding to
the its audio in each frame in V . The target segmentation
is the binary masks for each frame Y = {yi}Ti=1, where
yi ∈ {0, 1}H0×W0 .

As mentioned in Sec. 2, current mainstream approaches
to AVS falls into two categories: the FCN-based meth-
ods [54, 81] and transformer-based methods [19, 44, 47, 49,
50]. Though the methods vary, the pipelines of methods can
be abstracted into three subsequent steps: feature extraction
with image encoder Φimage and audio encoder Φaudio, multi-
modal feature fusion with fusion module Φfusion, and mask
prediction with mask decoder Φdec. Formally, the predicted
segmentation P is obtained with:

P = Φdec (Φfuse (Φimage (V) ,Φaudio (A))) . (1)

Notably, mainstream methods treat the labeled frames
and unlabeled frames sampled from a video sequence
equally and predict the masks for all frames. However,
only the labeled frames have groundtruth supervision while
the remaining abundant unlabeled frames have no supervi-
sion. And the only possible benefit which the unlabeled
frames might provide for labeled frames is the contextual
information with the global temporal modeling (GTM) op-
eration. Concretely, global temporal modeling (GTM) em-
ploys cross-attention [71] to model the temporal relation-
ships of the features across all the frames from a video, in-
cluding labeled and unlabeled ones. To illustrate, Zhou et al.
[81] deployed the cross-attention to integrate the space-time
relations of the features in the TPAVI module in the audio-
visual fusion stage; likewise, Gao et al. [19] proposed the
channel-attention mixer based on the cross-attention in the
audio-visual fusion stage to obtain the mask features.

To measure the improvement by exploiting the unlabeled
frames with GTM of the previous method [19, 81], we es-
tablish the baseline by discarding the unlabeled frames and
only using the labeled frames for model training. We per-
form experiments on AVSBench-S4 dataset and compare
the performance with two typical methods TPAVI [81] and
AVSegFormer [19]. The results on TPAVI baseline model
are shown in Fig. 1 (c), compared to the model trained
with only labeled frames (w/o GTM), previous method [81]
based on global temporal modeling (w/ GTM) achieves only
marginal performance gain: 0.14 gain with ResNet and 0.58
gain with PVT in mIoU (MJ ). For more metrics and more
results on the AVSegFormer baseline method, please refer
to the supplementary materials.

The results demonstrate the major issue of current meth-
ods: the underutilization of the unlabeled frames to boost
the performance for the AVS task. Based on the observa-
tion, we intend to devise a more effective method to fully
exploit the unlabeled frames, which is elaborated as follows.

4. Method
4.1. Framework Overview

Technically, our proposed framework can be established
based on either FCN-based methods or transformer-based
methods. Since both categories of methods are divided into
three steps as elaborated in Sec. 2, our proposed frame-
work also has three steps in the inference stage as illustrated
in Fig. 2 (b). The model accepts the image Ii, the calcu-
lated flow Oi and its audio Ai as model inputs, then goes
through three successive steps, to predict the target segmen-
tation mask. The main difference from previous methods is
that we harness the optical flow Oi extracted from the target
frame and its unlabeled neighboring frame (NF) as model
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Figure 2. Overview of our framework to exploit unlabeled frames. (a) Teacher-student network for training. Student network is
optimized with Lsup and Lunsup. Lsup is computed with the predicted mask fθ(x

l) and its groundtruth for the labeled frame xl; Lunsup

is computed between fθ(x
u
s ) from the student and the predicted pseudo mask fθ(x

u
w) for the strong-augmented unlabeled image from

teacher. (b) Inference pipeline of the framework. We incorporate flow as auxiliary input to exploit the motion cues within NFs.

input, in order to exploit the motion information to guide
the model to focus on the exact sounding object thereby
achieving accurate segmentation.

Regarding the exploitation of distant frames (DFs), we
consider leveraging the semantic information of the dis-
tant frames and integrating the abundance of DFs to en-
rich the training data diversity. Even though DFs have no
groundtruth annotations, we adopt the teacher-student net-
work in the training phase, as shown in Fig. 2 (a). Differ-
ent from previous methods where the unlabeled frames re-
ceive no supervision, our teacher-student network can pro-
vide supervision for the unlabeled distant frames to exploit
the unlabeled frames with the weak-to-strong consistency
from pseudo-labeling.

4.2. Neighboring Frame Exploitation

Sound occurs due to object motions and air vibration, thus
sound has strong associations with motions. For exam-
ple, when someone speaks, it always comes along with the
movement of the speaker’s lips; the sound of a musical in-
strument usually comes along with the hand movement of
the player. The motion information can provide important
dynamic cues for achieving the AVS task, which is com-
plementary to the static information that still RGB frame
provides. Concretely, i). motion can assist in localizing
the exact sounding object and resolve the identity ambigu-
ity. ii). motion information can even outline the shape and
contour of the sounding objects, which contributes to ac-
curate segmentations with better fine-grained details. And
the motion information of the target frame can be simply
extracted by exploiting the neighboring unlabeled frames.
Concretely, we use the the target frame and its temporally-

adjacent unlabeled frame in raw frame sequence to compute
the optical flow, which serves a common way for motion
estimation [13, 63]. And we leverage the optical flow by in-
corporating it as model input together with the target frame.

Specifically, for the ith sampled target frame from a
video to be sent into the model, we utilize the RGB frame
I li and its subsequent neighboring unlabeled frame Ini to
calculate the optical flow Oi with Gunnar Farneback algo-
rithm [10]. Then as shown in Fig. 2 (b) we extract image
and optical flow features with the image encoder and op-
tical flow encoder separately. Following [19, 81], the im-
age encoder can be either ResNet50 [24] or PVT-v2 [72].
We represent the extracted multi-scale image features as
Fvi ∈ Rhi×wi×Ci , where (hi, wi) = (H,W )/2i+1 for
i = 1, ..., 4. For the optical flow encoder, we adapt the pre-
trained ResNet-18 architecture by modifying the in-channel
number of the first convolution layer into 2. We denote
the extracted optical flow features from the flow encoder
as Ffi ∈ Rho×wo×Co . And for the audio encoder, we adopt
the VGGish [25] model pretrained on the AudioSet [20]
dataset and pool the features into a vector embedding. The
obtained audio features are denoted as Fa ∈ RCa .

Before performing audio-visual fusion, we first employ a
refinement network to fuse the extracted multi-scale image
features and flow features. We first utilize the upsampling
operations to ensure the refined flow features align with the
visual features. Then we fuse the refined optical flow fea-
tures with the visual features of scale with summation. This
process can be formulated as:

Frefinei = Fvi +ΦUpsample(ΦRefine(Ffi)), (2)

where ΦRefine is composed of multiple convolution layers.
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After fusing the image and optical flow features, we ob-
tain the aggregated visual features Frefinei ; then we per-
form the multi-modal feature fusion and mask decoding to
obtain the segmentation predictions, by inheriting the mod-
ules from TPAVI [81] or AVSegFormer [19].

4.3. Distant Frame Exploitation

Distant frames (DFs) refer to the video frames which are
temporally faraway from the target labeled frame. Contrary
to neighboring frames, the distant frames do not contain
the motion dynamics of the target sounding objects due to
the long temporal distance. However, thanks to the large
visual appearance variations to the target labeled frame,
these distant frames are the natural augmentations to the
target labeled frames with shared semantics. And these
frames can substantially enhance the data diversity if uti-
lized for model training, thereby boosting the model gener-
alization. Even though there are no groundtruth annotations
for the DFs, modern pseudo-labeling techniques can be har-
nessed to provide self-supervision. Given the observation,
we propose to exploit the unlabeled distant frames with a
teacher-student network to train the model, inspired by re-
cent works [51, 52, 56, 65, 67].

Specifically, given the training data, we first divide it
into the labeled frame set and the unlabeled distant frame
set. We first use the labeled frames to train the teacher
for some iterations to ensure that the model has the capa-
bility to generate reliable pseudo mask labels; this step is
called burn-in stage [51, 52, 56, 67]. Then we initialize
the student network with the weights of the teacher; and
during the training stage, the teacher and student network
share the weights. The difference is that the model param-
eters are optimized through the student network with the
supervised loss and unsupervised loss; while the teacher
network with stop gradient serves to provide pseudo
labels for the unlabeled frames. To this end, in each iter-
ation after the burn-in stage, the student network is opti-
mized with labeled frames {(Iℓ, Oℓ, Aℓ), yℓ} and the unla-
beled frames {(Iu, Ou, Au)}. For the labeled frames, the
supervised loss Lsup is computed between student predic-
tion and groundtruth mask. For the supervised loss Lsup, it
can be either BCE loss [81] in TPAVI or Dice loss [57] in
AVSegFormer [19], which are formulated as:

LBCE = − 1

N

N∑
i=1

[yi · log(pi) + (1− yi) · log(1− pi)] ,

(3)

LDice = 1−
2
∑N

i=1(pi · yi)∑N
i=1 pi +

∑N
i=1 yi

, (4)

where in Eq. (3) and Eq. (4), yi represents the ground truth
label of a pixel and pi represents the predicted probability

of a pixel belonging to the foreground class.
For the unlabeled frames {(Iu, Ou, Au)}, the input vi-

sual signals are perturbed by two operators, i.e., weak per-
turbation Hw (e.g., flip) and strong perturbation Hs (e.g.,
cutmix). Afterwards, we feed the weakly-augmented view
{Hw(Iu),Hw(Ou), Au} to the teacher model to predict
pseudo mask label pw; and we feed the strongly-augmented
view {Hs(Iu),Hs(Ou), Au} to the student model to pre-
dict the mask ps. The unsupervised loss Lunsup ensures that
the predictions under strong perturbations align with those
under weak perturbations, which can be formulated as:

Lunsup =
1

Bu

∑
H(pw, ps), (5)

where Bu is the batch size for unlabeled data. H serves to
minimize the entropy between two probability distributions:

pw = Φmask(H
w(Ii), H

w(Oi), Ai),

ps = Φmask(H
s(Ii), H

s(Oi), Ai).
(6)

The overall training objective Ltotal is a combination of
supervised loss Lsup and unsupervised loss Lunsup as:

Ltotal = Lsup + λLunsup, (7)

where λ is the weight to balance the losses.

Algorithm 1 Algorithm of Our Framework

Input: Labeled frames DL = {(Iℓ,Aℓ),Yℓ} and its unla-
beled neighboring frames DL

n = {Iℓ
n}, unlabeled dis-

tant frames DD = {Id,Ad} and its unlabeled neigh-
boring frames DD

n = {Id
n}, burn-in iteration k, maxi-

mum iteration N
Output: Teacher (Student) Model Weights θi

1: for i < N do
2: Sample labeled data from DL and its NFs from DL

n

3: Calculate the motion flow {Oℓ}
4: Compute Lsup with Eq. (3) or Eq. (4)
5: if i < k then
6: Update θi with Lsup

7: end if
8: if i >= k then
9: Sample unlabeled data from DD and its NFs

from DD
n

10: Calculate the motion flow {Od}
11: Compute Lunsup with Eq. (5)
12: Update θi with Ltotal by Eq. (7)
13: end if
14: end for
15: return θi
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5. Experiment
5.1. Experimental setup

Datasets. We use the AVSBench [81] dataset, which was
recently proposed for audio-visual segmentation task with
segmentation mask annotations for sounding objects. This
dataset has two subsets: the semi-supervised Single Sound
Source Segmentation (S4) and the fully supervised Multi-
ple Sound Source Segmentation (MS3). In S4 subset, there
exists only one sounding object in the video. For each train-
ing video sample, only the first frame of the frame sequence
is annotated while all five sampled frames need to be seg-
mented in the validation and test sets. In MS3 subset, there
might exist more than one sounding objects in the video
frames. All five frames sampled from a 5s-long video are
provided with mask annotations in both training and evalu-
ation stages. In terms of the dataset size, S4 subset includes
3452/740/740 videos in training, validation and test sets
separately, for a total of 10,852 annotated frames; MS3 sub-
set includes 296/64/64 videos in training, validation and
test sets, with 2,120 annotated frames. For the MS3 dataset,
since all five frames are annotated in training set, we extract
semantically relevant videos from the VGGSound dataset
and select the middle frames as the source of distant frames
for the MS3 dataset, totaling 12,990 in size.
Metrics. We adopt the mean Intersection-over-Union
(MJ ) and F-score (MF ) as our evaluation metrics follow-
ing previous methods [19, 81].
Implementation details. Technically, our proposed frame-
work can be combined with any mainstream methods. In
our experiments, we verify our method based on TPAVI [81]
and AVSegFormer [19], thus we follow their experimen-
tal settings such as backbone, learning rate and optimizing
strategy. The input image and optical flow size is 224×224.
For the teacher-student network, the weak augmentations
include resize, crop and horizontal flip; and the strong aug-
mentations include additional color jitter, grayscale and cut-
mix operations. And the loss weight λ is set to 0.5. The
burn-in stage lasts for 10 epochs. We train the models for
120 epochs, with one NVIDIA A100 GPU. Batch size is 24.

5.2. Comparison with Prior Arts

Improvement of our method over baselines. To verify the
effectiveness of our method, we choose two typical baseline
methods: FCN-based TPAVI [81] and transformer-based
AVSegFormer [19], and we apply our framework onto the
baseline methods. We compare the performance between
the models (Ours) and the baseline models in Tab. 1.

As Tab. 1 shows, our method consistently improves the
performance significantly on both TPAVI [81] and AVSeg-
Former [19], which indicates the effectiveness and univer-
sality of our method. For the TPAVI with ResNet base-
line method, our method has significant performance gains

Method
S4 MS3

MJ MF MJ MF

TPAVI(ResNet) 72.79 .848 47.88 .578
Ours(ResNet) 78.15 (+5.36) .887 54.08 (+6.20) .616

TPAVI(PVT) 78.74 .879 54.00 .645
Ours(PVT) 82.49 (+3.75) .912 59.49 (+5.49) .676

AVSegFormer(ResNet) 76.45 .859 49.53 .628
Ours(ResNet) 78.96 (+2.51) .875 55.88 (+6.35) .645

AVSegFormer(PVT) 82.06 .899 58.36 .693
Ours(PVT) 83.15 (+1.09) .904 61.95 (+3.59) .709

Table 1. Comparison of our method and baseline methods on AVS-
Bench S4 and MS3 subsets .

across all metrics on both subsets. On S4 subset, our model
achieves 5.36 MJ (mIoU) gains and reaches 0.887 MF ,
which advances the baseline model with 0.848 MF by a
large margin. On the more challenging MS3 subset, our
model achieves higher gains of 6.20 on MJ . As for the
TPAVI with PVT, although the performance of the base-
line is very strong, our method can also bring performance
gains. For instance, our method achieves 3.75 MJ gains on
S4 subset and 5.49 MJ gains on MS3 subset. In terms of
the AVSegFormer baseline method, even it is already a very
powerful method, our method can also improve the perfor-
mance upon it on both backbones. For the ResNet back-
bone, our method achieves 2.51 MJ gains on S4 subset and
6.35 MJ gains on MS3 subset. With PVT backbone, our
method achieves new state-of-the-art performance: 83.15
MJ on S4 subset and 61.95 MJ on MS3 subset.
Comparison with Other Arts. We also collect up-to-date
AVS methods AVSC [47], CATR [44], AuTR [49], CM-
VAE [54], and SAMA-AVS [50]; and we compare the per-
formance of these methods with our proposed method. The
results are shown in Tab. 2. The comparison shows the
strong competitiveness of our proposed framework when
compared with so various latest methods. Our method
based on AVSegFormer [19] is still the state-of-the-art
method among all the methods. Moreover, on S4 sub-
set, the original TPAVI method only has 72.8 MJ with
ResNet, 78.7 MJ with PVT, which falls behind the other
methods including AVSC [47], CATR [44], AuTR [49],
ECMVAE [54]. However, by combining our method with
the TPAVI, the model (Ours w/TPAVI) has outperformed
the other methods including AVSegFormer, AVSC, CATR,
AuTR and ECMVAE in almost all metrics; and it be-
comes the second best model except our AVSegFormer-
based model “ours w/ AVSegFormer” under the same back-
bones. The results clearly reveal the effectiveness of our
versatile proposed framework. Notably, our framework can
also be applied on these methods [44, 47, 49, 50, 54] to fur-
ther improve their performance.
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Method I.B.
S4 MS3

MJ MF MJ MF

TPAVI [81] ResNet 72.80 .848 47.90 .578
(ECCV’22) PVT 78.70 .879 54.00 .645

ECMVAE [54] ResNet 76.33 .865 48.69 .607
(ICCV’23) PVT 81.74 .901 57.84 .708

CATR [44] ResNet 74.80 .866 52.80 .653
(ACMMM’23) PVT 81.40 .896 59.00 .700

AVSC [47] ResNet 77.02 .852 49.58 .615
(ACMMM’23) PVT 80.57 .882 58.22 .651

AuTR [49] ResNet 75.00 .852 49.40 .612
(arXiv’23) PVT 80.40 .891 56.20 .672

SAMA-AVS [50] (WACV’24) ViT-H 81.53 .886 63.14 .691

AVSegFormer [19] ResNet 76.45 .859 49.53 .628
(AAAI’24) PVT 82.06 .899 58.36 .693

Ours ResNet 78.15 .887 54.08 .616
(w/ TPAVI) PVT 82.49 .912 59.49 .676

Ours ResNet 78.96 .875 55.88 .645
(w/ AVSegFormer) PVT 83.15 .904 61.95 .709

Table 2. Comparison with up-to-date state-of-the-arts on both sub-
sets. Our proposed methods significantly improve the competitive-
ness of the baseline models. (The best performance in bold and the
second best is underlined; “I.B.” denotes image backbone.)

Method I.B.
5% 10%

MJ MF MJ MF

TPAVI
ResNet 57.34 .733 57.91 .746

PVT 67.06 .794 71.72 .830

Ours ResNet 61.74 .770 66.67 .820
(w/ TPAVI) PVT 72.96 .848 76.23 .871

AVSegFormer
ResNet 56.13 .703 62.47 .754

PVT 68.35 .797 73.92 .840

Ours ResNet 64.96 .766 69.26 .796
(w/ AVSegFormer) PVT 75.38 .846 77.40 .864

Table 3. Resutls of the models with different percentages of la-
beled training data from AVSBench S4 dataset.

Results using less labeled training data. We also investi-
gate the performance when utilizing training data with vary-
ing proportions (5% and 10%) of labeled data on the S4 sub-
set. As shown in Tab. 3, our approach consistently demon-
strates impressive improvements across different data pro-
portions. For instance, using only 10% of labeled data with
ResNet backbone, the performance of our model increases
by nearly 10 points on MJ . This indicates that our method
is also highly effective when the labeled data is limited.

Method
From Scratch P.T. on S4

ResNet PVT ResNet PVT

TPAVI 47.90 54.00 54.30 57.30
Ours (w/ TPAVI) 54.08 59.49 54.73 60.78

AVSegFormer 49.53 58.36 55.78 61.91
Ours (w/ AVSegFormer) 55.88 61.95 59.32 64.47

Table 4. Performance with different initialization strategies under
the MS3 setting on MJ .

NF DF MJ MF
✘ ✘ 72.80 .848
✔ ✘ 76.17 .869
✘ ✔ 77.43 .881
✔ ✔ 78.15 .887

(a) Results with ResNet backbone.

NF DF MJ MF
✘ ✘ 77.89 .880
✔ ✘ 81.01 .903
✘ ✔ 81.41 .905
✔ ✔ 82.49 .912

(b) Results with PVT backbone.

Table 5. Ablation study of our framework based on TPAVI base-
line model on S4 subset.

Burn-in 5 10 20 30

MJ 77.72 78.15 77.50 77.48
MF 0.883 0.887 0.881 0.882

(a) Burn-in epochs for training.

λ 0.1 0.2 0.5 1.0

MJ 77.00 77.62 78.15 77.19
MF 0.878 0.883 0.887 0.881

(b) Unsupervised loss weight λ.

Table 6. Effects of burn-in epochs and unsupervised loss weight.

Pre-training on the Single-source subset. Following the
TPAVI [81], we conduct an investigation into the impact on
the MS3 when using pretrained weights of S4. As shown in
Table 4, it is evident that pretraining on the S4 dataset will
indeed improve the performance on the MS3 subset for all
methods including ours; and our method achieves the best
performance on the MS3 subset among all methods using
S4-pretrained weights.

5.3. Ablation Study

In this section, we conduct ablation studies to evaluate the
components in the framework with TPAVI baseline model
on the S4 subset.
Effectiveness of NF and DF. To study the effects of neigh-
boring frames (NFs) and distant frames (DFs) in our pro-
posed framework, we conduct ablation studies, adjusting
one component at a time based on the TPAVI baseline meth-
ods with two visual backbones. As illustrated in Tab. 5, both
NF and DF demonstrate significant enhancements when ap-
plied independently, indicating that their respective con-
tributions to the performance are both fairly considerable.
And when combining the NF and DF, the model obtains
the best performance across all metrics. The results demon-
strate the effectiveness and complementarity of neighboring
frames (NFs) and distant frames (DFs) in boosting the per-
formance on the AVS task, implying the great value of the
abundant unlabeled frames with proper exploitation.
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Figure 3. Qualitative comparison between our method and AVSegFormer [19] on both subsets of AVSBench. Our method shows better
segmentation performance by localising the exact sounding object, attending to the fine-grained details and being closer to groundtruths.

Epochs for burn-in stage. We ablate the burn-in epochs
in the teacher-student training. As shown in Tab. 6 (a), 10-
epoch burn-in works best. Either using the unsupervised
loss too early or too late will result in a suboptimal perfor-
mance. If using the unsupervised loss too early, the pseudo
labels from the teacher are not reliable thus it will cause
negative effects on the final model performance. If using
the unsupervised loss is too late, the model will be biased
toward the labeled data without utilizing the unlabeled data.
Weight for the unsupervised loss. We ablate the weight
λ for the unsupervised loss Lunsup. The results in Tab. 6
(b) show a moderate value of 0.5 achieving the best perfor-
mance. When λ is set as low as 0.1, the improvement is less
significant than the cases where λ is 0.2 or 0.5. However, if
λ is too high such as 1.0, the model performance degrades.
This is due to the model overemphasizing the unlabeled data
when using large unsupervised loss weight.

5.4. Qualitative Examples

In Fig. 3, we qualitatively show some segmentation results
of our method and the baseline AVSegFormer [19]. The
results clearly demonstrate the advantages of our method
by producing the segmentations for the sounding objects
which are closer to groundtruths. As shown in the first
video of Fig. 3 (a), with the assistance of flow, our method
can segment the tail of the bird which is hard to find with
only visual RGB frames. In the second video of Fig. 3
(a), the AVSegFormer baseline falsely segments both the
Ukulele and the salient yet silent person. On the contrary,
our method accurately localizes and segments only Ukulele

according to the audio cues, without being distracted by the
silent person. In the multi-sound scenario in Fig. 3 (b),
our method also shows improved performance. In the first
video, the AVSegFormer [19] baseline mistakenly segments
another silent instrument as marked with red boxes; while
our method leverages both the sound and the hand motion of
the player to produce the segmentations for the instrument
being played. In the second video, the segmentations pro-
duced by our method for both instruments have fine-grained
details and are closer to groundtruth annotations.

6. Conclusion
In this paper, we have pointed out the major limitation of
previous AVS methods: the underutilization of the abun-
dant unlabeled frames. To mitigate this, we analyzed that
the unlabeled frames can be divided into two categories:
neighboring frame (NF) and distant frame (DF), according
to the temporal characteristics. And we proposed a unified
unlabeled frame exploitation (UFE) framework to harness
the two kinds of unlabeled frames based on their unique
traits. For NFs, we extracted the motion cues as dynamic
guidance to assist in the precise localization of sounding
objects; while for DFs, since they are natural semantic aug-
mentations to the labeled frames, we utilized them to en-
rich the data diversity with the teacher-student training. Ex-
tensive experiments have demonstrated the significant im-
provement brought by the exploitation of unlabeled frames.
We believe that our proposed framework serves as a strong
baseline and hopefully inspires more research to value both
labeled and unlabeled data to successfully tackle AVS task.
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