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Figure 1. We present CAGE: a user-controllable generative model for 3D articulated objects. Left: given an object category label and
a directed graph describing the interconnections among constituent parts, our model generates an abstraction of the articulated object
specifying both geometry and motion parameters for each part. Right: the generated shape abstraction combined with appropriately
constrained part retrieval allows for generating high-quality articulated objects under various user-specified constraints. Users can specify
a desired object category, part shape, articulation type, or articulation axis and obtain generated objects that respect the provided constraints.

Abstract

We address the challenge of generating 3D articulated
objects in a controllable fashion. Currently, modeling artic-
ulated 3D objects is either achieved through laborious man-
ual authoring, or using methods from prior work that are
hard to scale and control directly. We leverage the interplay
between part shape, connectivity, and motion using a de-
noising diffusion-based method with attention modules de-
signed to extract correlations between part attributes. Our
method takes an object category label and a part connectiv-
ity graph as input and generates an object’s geometry and
motion parameters. The generated objects conform to user-
specified constraints on the object category, part shape, and
part articulation. Our experiments show that our method
outperforms the state-of-the-art in articulated object gen-
eration, producing more realistic objects while conforming
better to user constraints.

1. Introduction
Articulated objects are ubiquitous in real-world scenes.
Kitchen cabinetry, refrigerators, storage drawers, and
wardrobes are a few examples. Thus, digital 3D mod-
els of these objects are useful for a variety of tasks in
robotics [4, 51], 3D vision [10, 22, 42], and embodied AI

systems [38, 47]. Unfortunately, despite this clear value in
many research areas, 3D models of articulated objects are
predominantly authored manually and existing datasets of
such models are few and relatively small [19, 26].

Unsurprisingly, there is much recent work on re-
constructing articulated objects from real-world observa-
tions [9, 11, 18, 40] and on predicting how object parts can
articulate for existing 3D object models [16, 44, 49]. How-
ever, these methods either rely on laborious acquisition of
real-world data, or assume the existence of large datasets
of 3D objects with sufficiently complete part geometry to
enable articulation. These assumptions limit the scalability
and practical utility of these approaches.

An alternative strategy recently proposed in NAP [13]
is to learn a generative model for articulated 3D objects
that can directly generate a complete articulated object. Al-
though the NAP generative model conceptually supports
conditional generation of articulated objects for partially
specified inputs, as we will see it often fails to respect in-
put constraints, and exhibits limited controllability. This
limitation stands in stark contrast with the natural desire for
user-driven control over the output of generative models, es-
pecially for highly structured and compositional output as is
the case with articulated objects.

In this paper, we tackle the challenge of controllable ar-
ticulated object generation. To address the limitations of
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prior work and enable fine-grained control for 3D articu-
lated object generation, we take a directed graph and cate-
gory label describing a desired object as input conditions.
Since articulated objects are composed of hierarchies of
rigidly moving parts organized in a kinematic chain it is nat-
ural and straightforward for designers to use an abstraction
such as a graph when creating a new articulated 3D object.
We then develop a denoising diffusion probabilistic model
(DDPM) [8] based generative model for 3D articulated ob-
jects that: 1) disentangles graph structure and part attributes
by representing parts as a set of bounding primitives with
motion parameters associated with the input graph; 2) mod-
els a joint distribution of articulation and shape abstraction
among parts; and 3) controls the generation using the input
graph structure and object category, and additional condi-
tions on desired part attributes.

One of our key insights is that lifting part geometry to a
high-level shape abstraction is effective in succinctly cap-
turing important shape-motion correlations. Our experi-
ments show that this abstraction coupled with a series of ap-
propriately designed attention modules improve joint mod-
eling of parts and motion compared to prior work which
attempts to capture detailed part geometry [13]. Another
insight is that the position of key “actionable” parts (e.g.,
a door handle that is grasped to open the door) in relation
to other parts provides a strong signal about likely motion
patterns. For example, should a handle be positioned on the
top-left corner of a door, the door is likely to rotate around
an axis either on the right or bottom sides. We leverage this
insight by incorporating actionable parts into the articula-
tion graph to form an augmented action graph, with each
actionable part connected to and influencing a parent part.

Our quantitative and qualitative evaluations compare our
proposed method against ablations and baselines from prior
work, and show that our method generates more realistic
and more complex articulated 3D objects, exhibiting phys-
ically plausible variations. Our method also demonstrates
better compatibility with various conditional input scenar-
ios enabling better user-controlled generation. In summary:
• We present a generative model for articulated objects that

learns a joint distribution over part shape and motion, un-
der the constraints of graph structure and object category.

• We design a denoising network that enables strong condi-
tioning through a series of attribute-attribute level atten-
tions to inject user constraints effectively.

• Our evaluation with several proposed metrics shows that
our method generates samples of higher quality and
achieves better controllability compared to prior work.

2. Related Work
Generation of structured objects. There is prior work on
structure-aware generative models for 3D objects that mod-
els part geometry. Wang et al. [43] use a GAN to generate

semantically labeled voxel object parts and refine the shape
with an auto-encoder. Similarly, Wu et al. [46] use a VAE
to encode part geometry and pairwise part relations into a
latent code and decode it to generate objects. These meth-
ods do not explicitly consider the part structure hierarchy.
Li et al. [14] represent the part hierarchies as binary trees
of symmetry hierarchy [45] and train a generative recursive
autoencoder to encode parts and their geometry. Mo et al.
[25] improve upon this work by removing the binary tree
constraint and represent objects in n-ary graphs for robust
generation of more complex objects. SDM-NET [5] syn-
thesizes deformable meshes enabling more detailed object
part generation. DSG-Net [50] disentangles part geometry
and structure for fine-grained controllable generation.

Our work also addresses the challenge of modeling ge-
ometric relations between structured components in a con-
trollable generative model. However, we also generate ar-
ticulation parameters and thus tackle the additional chal-
lenge of generating physically plausible part motions.
Conditional diffusion for structured geometry. Diffu-
sion models lack effective control over outputs from noise
alone. Therefore, various techniques condition diffusion
models on inputs such as text, sketches, low-resolution im-
ages, etc. SDEdit [23] injects a guide image into the noise,
while Voynov et al. [41] use a sketch as a condition. Con-
trolNet [52] takes inputs such as edge or depth maps and ad-
justs Stable Diffusion [33] weights without significant per-
turbation. Text-conditioned image and 3D shape generation
is currently the most popular. Various methods [27, 32–
34] leverage classifier-free guidance [7], text-image embed-
dings such as CLIP [31], or BERT [2]. DreamFusion [30]
uses text-to-image diffusion and image-based guidance to
generate 3D shape neural fields [24]. Magic3D [17] extends
this approach to 3D meshes using neural marching tetrahe-
dra [37]. Voxels [15, 35] and point clouds [28] are also
employed for 3D object generation based on text prompts.

Unlike images and unstructured shapes, generation of
structured 2D or 3D geometry such as articulated objects
requires part-to-part relations to be captured in a represen-
tation such as a graph. Such relations are not modeled in
image or shape representations such as NeRF, voxel grids,
point clouds, or polygonal meshes. A common approach
to overcome this challenge uses transformer-based diffu-
sion and incorporates conditioning through attention mech-
anisms [29, 36, 39]. Our approach is inspired by this line
of work, and focuses on the design of a multi-stage atten-
tion mechanism enabling fine-grained attention over part-
to-part attributes and conditioning through user-provided
constraints on the parts and their attributes.
Articulated 3D object modeling. Jiang et al. [11] in-
troduced Ditto to build digital twins of articulated ob-
jects from point clouds. Heppert et al. [6] and Liu et al.
[20] reconstruct articulated objects from a single stereo
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Figure 2. Method overview. Our generative model is based on DDPM [8]. In the forward pass, Gaussian noise is iteratively added to
corrupt the data from x0 to random noise xT . During the reverse process, our denoiser (in yellow highlight) predicts the residual noise to
be subtracted from the input data xt at timestep t conditioned on the category label c and a graph adjacency G as an attention mask injected
in the Graph Relation Attention module. All the timesteps share the same denoiser that is built on layers of our Attribute Attention Blocks.

RGB observation and point cloud videos, respectively.
PARIS [18] simultaneously reconstructs part geometry and
articulation parameters from multi-view images. However,
these reconstruction-based methods require real-life obser-
vations, limiting their scalability and practicality.

Recently, Lei et al. [13] proposed NAP to tackle the task
of 3D articulated object generation using a part relation tree
formalism. This is similar to our approach, however NAP
requires postprocessing to obtain a valid articulation tree
and performs quite poorly in conditional generation, often
disregarding input constraints. Moreover, NAP’s fully con-
nected graph has difficulty handling objects with a large
number of parts, which limits its adaptability. Our work
addresses these shortcomings and focuses specifically on a
variety of conditional generation scenarios, which are par-
ticularly important in practical use.

3. Method

Given an object category label c and a graph structure G
represented as an adjacency matrix, our objective is to gen-
erate an object within category c that is comprised of N
parts that adhere to the graph. We learn the joint distribu-
tion of shape abstraction and articulation with a diffusion
model using a series of attention modules to capture the in-
terrelation among shape-motion attributes effectively. Fig-
ure 2 provides an overview of our generation pipeline and
denoising network architecture.

3.1. Preliminaries

Diffusion models work by corrupting training data via suc-
cessive addition of Gaussian noise in a forward process, and
then learn to recover the original data via iterative denoising
in a reverse process. Our work follows the original DDPM
[8] formulation. In the forward pass, given a real articulated

object x0 from an underlying distribution q(x0), a series of
noisy samples xt is obtained by gradually adding Gaussian
noise ϵ ∼ N (0, I):

q(xt|xt−1) := N (xt;
√
αtxt−1, (1− αt)I), (1)

where t = 1, . . . , N indicates the denoising step and αt is
determined by a noise variance scheduler. Practically, the
noisy sample xt is obtained by xt =

√
ᾱtx0 +

√
1− ᾱtϵt,

where ᾱt =
∏t

s=1 αs. In the reverse process, the denoising
model aims to predict the noise added in each step ϵθ(xt, t).
Training loss. The training objective of a diffusion model is
to minimize the negative log-likelihood of the data by max-
imizing the variational lower bound. Following DDPM [8],
a simplified training objective is used as our training loss:

L = Et,x0,ϵt

[∥∥ϵt − ϵθ(
√
ᾱtx0 +

√
1− ᾱtϵt, t)

∥∥2] (2)

Building on this, we train our model to be conditioned on
the graph structure G and object category label c.

3.2. Data Parameterization

The design of the data representation is crucial when work-
ing with diffusion models. Given a graph structure as a con-
straint for generation, our denoising target xT is represented
as a set of part parameters associated with the input graph
(see Figure 3 top right). Each part is represented as a node
with 5 node attributes. The attributes are aligned to be an
M -dimensional vector by repeating if necessary. The node
attributes include:
• Part bounding box: we canonicalize all objects to a

“resting” state (i.e. doors and drawers closed). The
canonicalization simplifies the problem such that each
part bounding box can be assumed to be axis-aligned. We
represent each axis-aligned bounding box with the 3D po-
sitions of the box maximum and minimum corners.
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• Joint type: we categorize joints into 5 types as fixed, rev-
olute, prismatic, continuous, or screw joint. The fixed
joint is for non-rigid parts, continuous is a rotation-only
joint without limits, while revolute is bounded at two
ends. Screw joints exhibit both unbounded rotational mo-
tion and translational motion. We represent the joint type
as a scalar which we expand to an M dimensional vector.

• Joint axis: each articulation is constrained by an axis. We
represent each axis direction with a 3D unit vector and the
position of the axis origin with a 3D vector.

• Joint range: we represent joint range with a 2D vector
(left and right bounds), associated with the joint type. For
continuous and revolute joints this indicates the rotation
angle limits and for prismatic and screw joints this indi-
cates the translation distance limits.

• Semantic label: Each part is associated with one of 8 se-
mantic category labels (i.e., base, drawer, door, tray, shelf,
knob, wheel, and handle), represented by a scalar which
we expand to an M dimensional vector.

Formally, let P = {p1, p2, ..., pN} denote an articulated
object with N parts to be generated. Each part pi is rep-
resented as pi = {ai,j |ai,j ∈ RM , 1 ≤ j ≤ 5}, where
ai,j denotes the jth attribute for part i. To generate ob-
jects with parts of variable length and leverage the diffu-
sion model, we pad the nodes to a maximum number K. In
summary, the denoising target is a vector of node attributes
x = {ai,j} ∈ R5×K×M . We define K as 32 and M as 6.

3.3. Denoising Network

Our denoising network uses a series of Attribute Attention
Blocks (AAB). The components in each AAB are shown
in Figure 2. We design three attention modules interleaved
with adaptive layer normalization to inject object category
and graph adjacency as constraints in the conditional gener-
ation process. We discuss each component below.
Feature embedding. Each AAB takes a vector of node
attributes xt as input, with the timestep t, object category
label c, and graph adjacency G as conditions. Each node
attribute serves as a token in the attention modules after
embedding. We embed the jth attributes for part i (ai,j)
to a feature vector âi,j ∈ R128 along with two kinds of
positional encoding: 1) indicates the attribute type, ranging
from 1 to 5; 2) indicates the node it belongs to, ranging from
1 to K. The timestep t and category label c are embedded
as a 128D feature vector through a linear layer.
Norm layer. Adaptive layer norm (adaLN) [48] has been
adopted in GANs [1, 12] and diffusion models with a U-
Net denoiser [3]. Recent conditional image generation
work [29] showed that the adaLN-Zero variant improves
condition injection by initializing each residual block as
the identity function. Specifically, in addition to regressing
scale and shift parameters, dimension-wise scaling parame-
ters are regressed and applied immediately prior to residual

B0 T0 A0 R0 L0

B1 T1 A1 R1 L1

B2 T2 A2 R2 L2

B3 T3 A3 R3 L3

B4 T4 A4 R4 L4

Input Graph Node Attributes as Tokens

Local Attention Global Attention Graph Relation Attention

B: Bounding Box

T: Joint Type

A: Joint Axis

R: Joint Range

L: Semantic Label

Figure 3. Design of the attention modules within our attribute at-
tention blocks (AAB). Each node attribute is projected to a sep-
arate token and sequentially passed to three attention modules
with varied masking strategies. White cells signify activated atten-
tion positions, whereas grey cells indicate attention that has been
masked out. In graph relation attention, the activated cells repre-
sent the parent and child parts associated with each node.

connections. We follow this design in our attribute attention
blocks. Once the timestep and category label are embedded
in the feature vector as t̂ and ĉ, we pass them into an ad-
ditional embedding layer to learn all the scaling and shift
parameters used between attention layers.
Attention modules. Prior to being input into the attention
layers, the attribute features âi,j , timestep features t̂, and
category features ĉ are fused in the adaLN-Zero layer. This
is when the condition of timestep and object category gets
injected. The normalized and embedded tokens {f̂ t,c

i,j } are
ready to go through three attention layers sequentially with
structured masking (see Figure 3). The intuition behind the
design of each attention module is as follows.
• Local Attention (LA) captures the relationship between

attributes within the part itself. As the dependency be-
tween shape and articulation is both within and among
parts, we intend to make node attributes carry the relation-
ship among themselves to exchange information between
nodes later. The masking in LA only activates attention
positions among attributes within the same node.

• Global Attention (GA) allows for attention between ev-
ery pair of attributes across all valid nodes. The valid
nodes are indicated by a key padding mask referring to
the number of parts in each graph. This module is de-
signed to capture the relationship among nodes regard-
less of the distance in the graph. Carrying the informa-
tion from distant nodes to the subsequent module, which
only concentrates on a local neighbourhood, can enhance
overall hierarchical understanding. For masking, we only
apply a key padding mask to ensure attention is applied
only between non-padded attributes.

• Graph Relation Attention (GRA) focuses on the relation-
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MMD COV Realism

ID↓ AID↓ ID↑ AID↑ AOR↓
NAP [13] 0.118 0.751 0.752 0.794 0.026
NAP-light 0.060 0.741 0.773 0.866 0.062
Ours-light 0.043 0.636 0.753 0.867 0.007

Table 1. We evaluate the distribution modeling of a variation of
our approach and compare against NAP and its variation when
training on articulation graph with K = 8. Our approach largely
outperforms the baselines in terms of similarity to ground truth
test set samples (measured by the MMD metrics), coverage of the
ground truth test set distribution (measured by the COV metrics),
and realism as measured by the AOR metric.

ship between attributes only from parent and children
nodes. This is where we leverage the graph structure as
a condition by explicitly masking the attention using the
graph adjacency matrix. The root node (purple in Fig-
ure 3) is the sole self-connected node in the matrix. The
model latches onto this signal through attention, and de-
duces edge direction by tracing down the tree from it. Af-
ter propagating to the zero-ring and N-ring in the graph in
the preceding attention layers, here we focus on one-ring
relations, which are the strongest factor for articulations.

Our experiments show the effectiveness of these attention
modules in Section 5.3.

4. Experiments
4.1. Experimental Setup

We use the PartNet-Mobility dataset [26] with an 80/20
train-test split ratio per object category. We use eight object
categories (i.e., Storage, Table, Refrigerator, Dishwasher,
Safe, Oven, Washer, and Microwave) with a maximum
of 32 nodes in the action graph. The architecture of the
denoising network stacks 12 layers of attribute attention
blocks with 32 heads in each attention module. We train
with the AdamW [21] optimizer (β1 = 0.9, β2 = 0.999,
λ = 0.01) for 5000 epochs, taking 13 hours training on a
single NVIDIA A40 GPU with batch size as 64.

4.2. Baselines

We compare our approach with NAP [13] and several vari-
ants. NAP’s data representation differs from ours as: 1) an
additional 128D latent code is used to represent the surface
for each part; 2) the joint type is not explicitly modelled.
The specific baseline variations are:
• NAP: the original NAP model and data representation,

trained on articulation graphs (K = 8).
• NAP-light: NAP with our data parameterization, trained

on articulation graphs (K = 8).
• Ours-light: variant of our method trained on articulation

graphs with K = 8 to be comparable with NAP-light.

MMD COV Realism

ID↓ AID↓ ID↑ AID↑ AOR ↓ HS % ↑
NAP-large 0.067 0.860 0.716 0.716 0.034 17.39

Ours 0.049 0.816 0.753 0.852 0.008 82.61

Table 2. We evaluate the distribution modeling of our model and
compare against NAP’s variation when training on action graph
with K = 32. In this more challenging setting requiring handling
of complex input graphs, our approach significantly outperforms
the NAP baseline along all metric axes, including in perceived gen-
eration realism as measured by human judgment, reported in HS
column as a preference rate.

• NAP-large: uses our data parameterization and is trained
on action graphs with K = 32.

4.3. Metrics

Our evaluation metrics rely on a notion of distance between
articulated objects. We use the Instantiation Distance (ID)
from NAP [13] which considers both part geometry and mo-
tion. This is the minimum pairwise Chamfer-L1 distance
per articulation state using 2048 point samples per part per
object.

We refine this metric to consider the pairwise distance
for temporally synchronized states, rather than enumerat-
ing across all state pairs as in Lei et al. [13] This refine-
ment enhances computation efficiency and eliminates spu-
rious point pair distance computations caused by erroneous
part matching. We also introduce the Abstract Instantia-
tion Distance (AID), which minimizes the influence of fine-
grained part geometry by using volumetric IoU (vIoU) on
part bounding boxes instead of Chamfer distance.

Armed with these two distances we define the follow-
ing evaluation metrics: 1) Minimum Matching Distance
(MMD) reports the average minimum matching distance
between the ground truth set and the generated set. It mea-
sures the similarity between the approximated and ground
truth distribution. 2) Coverage (COV) is the percentage of
ground truth objects with at least one matched generated
sample. A large value indicates better diversity of the gener-
ation and better distribution coverage. 3) 1-Nearest Neigh-
bor Accuracy (1-NNA [13]) reported using AID. This met-
ric measures the distance between the generated and ground
truth distribution using 1-NN classification accuracy.

We also report the Average Overlapping Ratio (AOR),
computed as the average ratio of overlapping volume be-
tween any two sibling parts in the object. We design this
metric by assuming that the sibling nodes in the graph
should never overlap in any articulation state. Overlapping
volumes are determined from part oriented bounding boxes
and computed using vIoU. This metric measures the physi-
cal plausibility of the generated part structure. Lastly, we
report human judgments of generated object quality and
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Ours NAP-largeGraph Condition

Figure 4. Qualitative results conditioned on graph structures (on the left) at different levels of complexity. We compare our method with a
comparable version of NAP. Our generated objects are faithfully compatible with the graph input. In contrast, NAP fails to conform to the
input constraint with flipped or disordered node connections. We denote inconsistent graph connections using red arrows.

plausibility through a human study (HS). We conducted
this study using a two-alternative forced choice setup (A/B
choice). Participants were shown 20 pairs of randomly gen-
erated results from ours and NAP-large, and asked to choose
the object with highest quality in terms of part articulations,
part arrangement (i.e. no overlaps), and plausibility com-
pared to real-world objects. We collected responses from
44 participants not involved with this work and report the
preference rate in Table 2.

4.4. Part Retrieval

Once we have a generated articulated object abstraction
specifying all the parts and their attributes (and optionally
an object category constraint specified in the input), we use
a part retrieval strategy to extract part surfaces from the
training data and build the final 3D object mesh. The train-
ing data contains a total 527 objects composed of 2690 parts
which can be composited into a generated object through
part-level retrieval. We use a two-step approach: 1) we
compute the AID metric of the generated object against can-
didate objects in the train set. We identify the candidate
with the best AID metric and pick the base part from it.
This procedure ensures that the base part is compatible with
the part motions as much as possible. 2) For the remaining
parts, we pick as many parts as possible from a single candi-
date object to maintain style consistency. We start with the
candidate selected in Step 1 and consider other candidates
while there are still parts left unretrieved. Please refer to the
supplement for more details.

5. Results
5.1. Overall Generation Quality

We evaluate how well our method models the real data dis-
tribution by randomly generating samples conditioned on
the category labels and graphs in the testing set and com-
puting the metrics described in Section 4.3 against the test
objects. We generate five times as many objects as the
test set and report the results in Tables 1 and 2. Table 1
compares baseline models trained on articulated parts with
K = 8. Table 2 shows a more challenging setting that in-
cludes actionable parts and more complex graph topology,
with K = 32. The lower MMD and higher COV values
demonstrate our method better captures the training data
distribution than NAP and other baselines. Our method out-
performs both NAP-large (0.567 vs. 0.728) and NAP-light
(0.495 vs. 0.521) on 1-NNA as well. In addition, our lower
AOR indicates that generated objects suffer less from over-
lapping volumes among sibling parts during articulation,
which suggests more physically realistic objects. The HS
score further supports the finding that our generated objects
are of higher fidelity and realism, as perceived by people.

5.2. Conditional Generation

A key focus of our work is controllability. Thus, we eval-
uate performance in five conditional generation tasks il-
lustrating different forms of control over the output. For
graph-conditioned generation, we explicitly inject the graph
structure into the denoiser as the condition. For generation
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Microwave

Fridge

Storage

Graph + Shape Conditions Motion Prediction Graph + Shape Conditions Motion Prediction with Variations

Figure 5. Part→Motion: generated results conditioned on graphs
specifying part bounding boxes.

Table

Washer

Storage

Figure 6. Joint Type → Part: qualitative results conditioned on
specific articulation joint type. Edge colors in the graph indicate
the input joint type: blue for prismatic, red for revolute, yellow
for continuous, and grey for fixed. The outputs conform to these
constraints while exhibiting variety.

Figure 7. Joint Axis → Part: generated objects for input graphs
specifying joint axis constraints (shown by arrows). Output ob-
jects have parts with motions corresponding to the given axes but
varying part type and overall arrangement.

conditioned on other attributes associated with the graph,
we mask the conditioning attributes with ground truth val-
ues and fill in other node attributes via denoising (akin to
“inpainting”). For NAP, all the conditional generation are
implemented using “inpainting” generation as above. Note
that conditioning on particular node attributes presupposes
the inclusion of the graph as a condition.
Graph-conditioned generation. Figure 4 shows qualita-
tive examples at different levels of complexity for the input
conditioning graph topology. Our results are consistently
plausible and of high quality, regardless of graph complex-
ity. In contrast, NAP often fails to respect the input graph
topology and generates objects and graphs with flipped and

Washer

Fridge

Oven

Storage

Top 1-NN Retrieval Generated ObjectsInput Conditions

Figure 8. Generated objects for out of distribution input graphs
(structure unseen in train set) and the corresponding nearest neigh-
bor retrieval from the train set. The generated objects for vari-
ous categories exhibit realistic arrangement even though the exact
number of parts and their arrangement were not in the train set.

disordered node connections. NAP has a notably high rate
of generating inconsistent graphs with the input condition,
and this issue becomes even more pronounced when the
graph constraints are more complex.
Part → Motion. Given the position and size of the bound-
ing box for each part, this experiment aims to generate com-
patible motion parameters (joint type, joint axis, and joint
range). Figure 5 shows the qualitative results under differ-
ent categories. On the left, we present three examples that
are expected to generate more deterministic motions, given
the specified arrangement of parts. On the right, we show
generated motion with variations, each reasonably compat-
ible with the specified shape conditions.
Joint Type → Part. Given the joint type for each part, this
experiment aims to generate compatible bounding boxes
and joint parameters (joint axis and joint range). We show
qualitative results in Figure 6. Given the specified joint type
(denoted in varied colours on the graph edges) for each part,
we show variations of generated shapes adhering to these
conditions.
Joint Axis → Part. In this scenario, the position and direc-
tion of the joint axis for each part is given and we generate
compatible bounding boxes, joint types, and joint ranges.
Figure 7 shows some results, demonstrating variation while
conforming to the axis constraint. Note that in cases where
a part is connected via a prismatic joint, the part considers
only the direction of the axis as its constraint.
OOD graph-conditioned generation. This experiment
shows how well our model generalizes the graph constraint
by conditioning the generation on graph topologies that are
out of the distribution of the training samples. Figure 8
shows the qualitative results for various object categories.
These results illustrate that our method can generate rea-
sonable objects even for unseen graphs as conditions.
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Full Model No GA No GRANo LAInput Graph

Figure 9. Ablation of each attention module in our denoising ar-
chitecture. The significance of each module increases from left
to right. Removing these modules leads to lower quality objects,
with inconsistent connections between articulating parts, misas-
signed object base part (i.e. non-moving root for the object), and
unrealistically floating part motions.

full no LA no GA no GRA

MMD-AID↓ 0.816 0.840 0.831 0.876
MMD-ID↓ 0.049 0.053 0.052 0.157

AOR↓ 0.008 0.016 0.011 0.013

Table 3. Quantitative results for ablations of our attention mod-
ules. MMD increases as individual attention modules are removed,
indicating their positive impact on the design of our architecture.
There is also a corresponding drop in sample realism, as indicated
by the increasing AOR metric.

5.3. Ablations

To show the effectiveness of our architecture we ablate the
local attention (LA), global attention (GA), and graph re-
lation attention (GRA) modules in each attribute attention
block (AAB) (see Figure 9 and Tab. 3). Figure 9 shows
qualitative examples conditioned on the same graph across
ablations removing one module at a time. The significance
of each module increases progressively from left to right.
GA is designed to learn the relation between nodes be-
yond the 1-ring neighborhood (pink and yellow nodes in
this case). Removing GA makes handles less symmetric
compared to the full model. LA is designed to learn the rela-
tion between attributes within each part (e.g., handle should
be at far end from joint axis). By removing LA, this corre-
lation is weakened. GRA is the main module for learning
part arrangements that conform to the input graph topology.
By removing GRA, the generated parts do not respect the
specified part hierarchy. In Table 3, the MMD score in-
creases as modules are removed, indicating lower quality
objects. There is also a corresponding drop in sample real-
ism, as indicated by the AOR score. Generally, the removal
of explicit attention to part relations leads to generated ob-
jects that tend to not conform to input constraints, making
coverage-based metrics less meaningful.

5.4. Failure Cases and Limitations

Figure 10 shows typical failure patterns in terms of genera-
tion quality and controllability. 1) Overlapping parts, or col-
lisions during motion. 2) Reliance on part retrieval can lead

Unrealistic Retrieved PartsOverlapping Parts and Collision PartàMotion: 
Unmatched Joint Axis 

AxisàPart: 
Floating Part

Figure 10. We show several failure cases in terms of both genera-
tion quality and controllability.

to unrealistic part combinations (e.g., inconsistent drawers
under desk). 3) Mismatched parts and joint axes in the Part
→ Motion conditional scenario, leading to physically un-
realistic motion. 4) Floating parts in the more challenging
Joint Axis → Part setting due to generated part not perfectly
aligning with joint axis.

6. Conclusion
We address conditional generation of articulated 3D ob-
jects, allowing for fine-grained user-specified constraints on
object parts and articulation. We develop a denoising diffu-
sion architecture with a set of part attribute attention blocks
that guide generation based on the input conditions. We
thus leverage relations between part attributes and generate
higher-quality objects that better conform to the user con-
straints compared to prior work. Our qualitative and quanti-
tative evaluations show that we significantly outperform the
state-of-the-art, generating more realistic and more com-
plex articulated objects, and exhibiting greater diversity.

Some limitations of our work suggest future work direc-
tions. Due to significant data imbalance, our method has
better performance on higher frequency objects. Data aug-
mentation schemes for obtaining a more uniform perfor-
mance would be an interesting direction to explore. Sim-
ilarly to NAP [13], we face the challenge that motion at-
tributes exhibit relatively weaker controllability than ge-
ometric attributes. While we enhance the dependency
through attention among attributes, further investigation
into reinforcing this connection is warranted. Additionally,
our part synthesis currently relies on a retrieval strategy
which is limited by the diversity of available objects and
parts. Combining our work with part geometry generation
is another interesting avenue for future work.

We believe that the fine-grained controllable generation
of 3D articulated objects that our approach provides will en-
able scalable generation of interactive 3D assets in support
of tasks in computer vision, robotics, and embodied AI.
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