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Abstract

Scene flow estimation, which aims to predict per-point
3D displacements of dynamic scenes, is a fundamen-
tal task in the computer vision field. However, previ-
ous works commonly suffer from unreliable correlation
caused by locally constrained searching ranges, and strug-
gle with accumulated inaccuracy arising from the coarse-
to-fine structure. To alleviate these problems, we propose
a novel uncertainty-aware scene flow estimation network
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Figure 1. Comparison on challenging cases. DifFlow3D predicts uncertainty-aware scene flow with diffusion model, which has stronger

robustness for: (a) dynamics, (b) noisy inputs, (c) small objects, and (d) repetitive patterns. Blue, green, red points respectively indicate
the first frame PC, accurately estimated PC5 (PCq warped by estimated flow), and inaccurately estimated PC’.

(DifFlow3D) with the diffusion probabilistic model. Iter-
ative diffusion-based refinement is designed to enhance the
correlation robustness and resilience to challenging cases,
e.g. dynamics, noisy inputs, repetitive patterns, etc. To re-
strain the generation diversity, three key flow-related fea-
tures are leveraged as conditions in our diffusion model.
Furthermore, we also develop an uncertainty estimation
module within diffusion to evaluate the reliability of esti-
mated scene flow. Our DifFlow3D achieves state-of-the-
art performance, with 24.0% and 29.1% EPE3D reduction
respectively on FlyingThings3D and KITTI 2015 datasets.
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Notably, our method achieves an unprecedented millimeter-
level accuracy (0.0078m in EPE3D) on the KITTI dataset.
Additionally, our diffusion-based refinement paradigm can
be readily integrated as a plug-and-play module into ex-
isting scene flow networks, significantly increasing their
estimation accuracy. Codes are released at https://
github.com/IRMVLab/DifFlow3D.

1. Introduction

As a fundamental task in computer vision, scene flow refers
to the 3D motion field estimated from consecutive images
or point clouds. It provides the low-level perception of
dynamic scenes and has various down-stream applications,
such as autonomous driving [10, 27], SLAM [20, 52, 55],
and motion segmentation [1, 6]. Early works focus on em-
ploying stereo [13] or RGB-D images [11] as input. With
the increasing application of 3D sensors, e.g. LiDAR, re-
cent works commonly take point clouds directly as input.

As a pioneering work, FlowNet3D [22] extracts hierar-
chical features with PointNet++ [32], and then regresses
the scene flow iteratively. PointPWC [51] further improves
it with the Pyramid, Warping, and Cost volume structure
[39]. HALFlow [43] follows them and introduces the atten-
tion mechanism for better flow embedding. However, these
regression-based works commonly suffer from unreliable
correlation [21] and local optimum problems [23]. Reasons
are mainly two folds: (1) K Nearest Neighbor (KNN) is uti-
lized for searching point correspondences in their networks,
which can not take into account correct yet distant point
pairs and also has matching noise [8]. (2) Another potential
problem arises from the coarse-to-fine structure widely used
in previous works [22, 43, 44, 51]. Basically, an initial flow
is estimated in the coarsest layer and then iteratively refined
in higher resolutions. However, the performance of flow
refinement highly relies on the reliability of initial coarse
flow, since subsequent refinement is typically constrained
within small spatial ranges around the initialization.

To address the unreliability issue, 3DFlow [44] designs
an all-to-all point-gathering module with backward valida-
tion. Similarly, BPF [4] and its extension MSBRN [5] pro-
pose a bi-directional network with the forward-backward
correlation. IHNet [47] leverages a recurrent network with
high-resolution guidance and a re-sampling scheme. How-
ever, these networks mostly struggle with large computa-
tional costs due to their bi-directional association or re-
current iteration. In this paper, we discover that diffusion
models can also enhance the correlation reliability and re-
silience to matching noise due to its denoising intrinsic (Fig.
1). Motivated by the findings in [38] that injecting ran-
dom noise is helpful to jump out of local optimum, we re-
formulate the deterministic flow regression task with a prob-
abilistic diffusion model as illustrated in Fig. 2. Moreover,
our method can serve as a plug-and-play module in previ-
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Figure 2. An illustration of our diffusion for scene flow estima-
tion. During the forward process, we progressively add Gaussian
noise on the ground truth flow residual (sg). A neural network
My (-, -, -) is trained to denoise the noisy flow residual s at time ¢
based on condition information C.

ous scene flow networks, which is more generic and almost

has no computational overhead (Section 4.5).

However, it is rather challenging to leverage a generative
model in our task, due to the inherent generation diversity
of diffusion models. Unlike the point cloud generation task
requiring diverse output samples, scene flow prediction is
a deterministic task that calculates precise per-point motion
vectors. To tackle this problem, we leverage strong condi-
tion information to restrict the diversity and effectively con-
trol the generated flow. Specifically, a coarse sparse scene
flow is first initialized, and then the flow residuals are it-
eratively generated with diffusion. In each diffusion-based
refinement layer, coarse flow embedding, cost volume, and
geometry encoding are all utilized as conditions. In this
case, diffusion is applied to learn a probabilistic mapping
from conditional inputs to the flow residual.

Furthermore, previous works rarely explore the confi-
dence and reliability of the scene flow estimation. However,
dense flow matching is prone to errors in the case of noise,
dynamics, small objects, and repetitive patterns as in Fig.
1. Thus, it is significant to know whether each estimated
point correspondence is trustworthy. Inspired by the recent
success of uncertainty estimation in optical flow task [41],
we propose a per-point uncertainty in the diffusion model
to evaluate the reliability of our scene flow estimation.

Overall, the contributions of our paper are as follows:

» For robust scene flow estimation, we propose a novel
plug-and-play diffusion-based refinement pipeline. To the
best of our knowledge, this is the first work to leverage
diffusion probabilistic model in the scene flow task.

* We design strong conditional guidance by combining
coarse flow embeddings, geometry encoding, and cross-
frame cost volume, to control the generation diversity.

* To evaluate the reliability of our estimated flow and iden-
tify inaccurate point matching, we also introduce a per-
point uncertainty estimation within our diffusion model.

* Our method outperforms all existing methods on both
FlyingThings3D and KITTI datasets. Especially, our
DifFlow3D achieves the millimeter-level End-point-error
(EPE3D) on KITTI dataset for the first time. Compared
with previous works, our method has stronger robustness
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for challenging cases, e.g., noisy inputs, dynamics, etc.

2. Related Work

Scene Flow Estimation. As the counterpart of optical flow
in 3D vision, scene flow has witnessed remarkable advances
in recent years. FlowNet3D [22] is a pioneering work that
firstly extracts point features with PointNet++ [32], and
then regresses the per-point motion vector hierarchically.
PointPWC [51] further improves it with the Pyramid, Warp-
ing, and Cost volume structure [39] in a patch-to-patch
manner. FLOT [31] proposes an optimal transport mod-
ule to establish the cross-frame association. PV-RAFT [49]
fuses the point and voxel representations for both local and
global feature extraction. To tackle the unreliable correla-
tion, 3DFlow, Bi-PointFlowNet, and MSBRN [4, 5, 44] de-
sign the bi-directional correlation layer. SFGAN [45] pro-
poses a scene flow network with the generative adversarial
network (GAN). DELFlow [30] proposes a dense efficient
flow estimation network for large-scale points. PT-FlowNet
[8] proposes a transformer-based pipeline to capture long-
range dependencies. There are also some self-supervised
methods [1, 14, 15, 17, 19, 35], without requiring ground
truth flow annotations. In this paper, we rethink scene flow
estimation with a different insight: How fo find a more
generic method improving the robustness and reliability of
previous regression-based methods? On the one hand, we
introduce a denoising diffusion model with strong condi-
tions. On the other hand, uncertainty estimation is proposed
to evaluate the reliability of dense flow matching.
Diffusion models in 3D vision. Recently, diffusion
model [12, 36] has gained significant attention, which grad-
ually removes noise from a Gaussian distribution to the
sample data distribution by learning from its reverse pro-
cess. It has yielded great advancements in image genera-
tion [33, 34], video synthesis [7, 53], and static point cloud
generation and completion [24, 42]. DPM [24] first applies
the diffusion model conditioned on a shape latent to point
cloud generation. PVD [54] proposes a 3D shape genera-
tion and completion network through point-voxel diffusion.
LION [42] combines VAE and two latent diffusion mod-
els (feature-based and point-based) to further enhance the
generation abilities. However, it remains unclear whether
diffusion can model dynamic point clouds, i.e. scene flow.
Uncertainty estimation. Uncertainty estimation has
been widely explored in stereo matching, Multi-View
Stereo (MVS), and optical flow fields. UCS-Net [3] pro-
poses an uncertainty-aware cascaded network where uncer-
tainty interval is inferred from depth probabilities to pro-
gressively sub-divide local depth ranges. SEDNet [2] de-
signs a loss function for joint disparity and uncertainty es-
timation in deep stereo matching. ProbFlow [48] proposes
to jointly estimate the optical flow and its uncertainty. Sim-
ilarly, PDCNet [41] enhances ProbFlow with a new train-

ing strategy in terms of self-supervised training. Never-
theless, the uncertainty of scene flow estimation has been
rarely studied before. In this paper, we design a per-point
uncertainty to evaluate the reliability of our estimated flow.

3. Method

Given two consecutive point cloud frames PC; € RV*3
and PCy € RM*3 gscene flow sf € RY*3 indicates the
3D motion vector corresponding to each point in PC}.

As illustrated in Fig. 3, our network first hierarchically
extracts point features and generates the initial scene flow
in the coarsest layer (Section 3.1). Then, we utilize a diffu-
sion model with strong condition signals to refine the coarse
scene flow by predicting dense flow residuals from coarse
to fine (Section 3.2). To evaluate the per-point prediction re-
liability of scene flow, uncertainty is also estimated jointly
(Section 3.3) and propagated iteratively (Section 3.4). Fi-
nally, the scene flow, flow residual, and uncertainty are all
included for the network supervision (Section 3.5). We will
discuss each module specifically in the following sections.

3.1. Feature Extraction and Flow Initialization

We adopt a hierarchical point feature extraction structure,
where PC and PCy are down-sampled through a series of
set conv layers respectively. In each set conv layer, Farthest
Point Sampling (FPS) is used to sample center points, and
their neighboring point features are aggregated as:

7€ = mjgg’M(MLP((xZ" —z;) @ "), ()

where z; is the i-th sampled center point. z}* and f;" rep-
resent its m-th neighbor point and feature respectively. f&
means the output feature. & is the concatenation, and AGG
indicates the feature aggregation operation. It is worth not-
ing that our method can be adapted to different initializa-
tion manners. The feature aggregation can be adopted by
the max pooling in PointNet++ [32] or Pointconv [50].

After extracting point features hierarchically, we then
leverage the cross-frame correlation [5, 44] in the coarsest
layer for the initialization of scene flow. However, the ini-
tialized scene flow sf° is sparse and inaccurate due to the
low resolution and mismatching. Inspired by recent success
and denoising properties of the diffusion model [12], we de-
sign a novel diffusion-based scene flow refinement module
to recover the denser scene flow progressively.

3.2. Diffusion-based Scene Flow Refinement

It is non-trivial to directly recover scene flow from pure
noise due to the significant discrepancies between their data
distributions. Since coarse scene flow has been already ob-
tained in the above flow initialization, what we exactly need
is the flow residual between the initialized scene flow and
the ground truth. Therefore, we formulate the scene flow
residual as the diffusion latent variable, and multi-scale flow
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Figure 3. The overall structure of DifFlow3D. We first initialize a coarse sparse scene flow in the bottom layer. Then, iterative diffusion-
based refinement layers with flow-related condition signals are applied to recover the denser flow residuals. A per-point uncertainty is also
predicted jointly with scene flow to evaluate the reliability of our estimated flow.

residuals are generated from the reverse process of diffusion
model iteratively.

Forward diffusion process. While training, the forward
diffusion process gradually adds Gaussian noise into the
ground truth flow residual for T' timesteps via a Markov

chain: ; ; T Py
q(st.rlso) = M_yq(silsi_1), ()

where s indicates the ground truth flow residual for i-th
point in PCy. s! is the intermediate flow residual at
timestamp ¢. Gaussian transition kernel g(s¢|si_;)
N (si;/T—PBist_1,B3:1) is fixed by predefined hyper-
parameters [;. The forward process progressively adds
noise to the ground truth flow residual s and eventually
turns it into a total Gaussian noise when 7' is large enough.
In practice, coarse sparse flow is first up-sampled by the
Three-Nearest Neighbors (Three-NN) as in [5, 44]. The
ground truth flow residual is then constructed through the
subtraction between up-sampled coarse dense scene flow
and the ground truth with the same resolution as in Fig. 3.
Reverse denoising process. To generate the flow resid-
ual with robustness to outliers, we resort to the reverse pro-
cess of diffusion model. Basically, the reverse process can
be represented as a parameterized Markov chain starting
from a random noise p(sk.):

po(shr) = P(sp)TL_1po(si_ist), 3)
where the reverse transition kernel py(si_;|st) is approxi-
mated with a neural network. Here, we follow [40] to di-
rectly learn the latent variable - flow residual 8} by the de-
noising network My (st _,|si,t).

However, there still remain challenges since scene flow

estimation requires precise values and directions, rather
than diverse outputs as in the point cloud generation task.

Therefore, we constrain the generation diversity and con-
trol the reverse process by the powerful condition informa-
tion C. In this way, the training objective of flow residual
can be represented by:

Lres 1= B illl b~ Ma(si,1,0) [5),
where My(+, -, -) is the denoising network.
Design of condition signals. 3DFlow [44] compares dif-

ferent design choices and investigates what really matters
for 3D scene flow estimation. Inspired by their work, our
diffusion condition signals include three key flow-related
components: geometry feature p’ extracted from PCj,
cross-frame cost volume cv?, and coarse dense flow embed-
dings e’. Cross-frame cost volume [43] is constructed by
warping the first point cloud PC} and then attentively cor-
relating with PC5. The augmented version [5] with Gate
Recurrent Unit (GRU) is used here for better cross-frame
correlation. Coarse dense flow embeddings are generated
through the set-upconv layer in [22] from coarse sparse flow
embeddings. Finally, the condition information is the con-
catenation of these features:

¢ = pi ®cv' @ e’ 5
Condition signals C' = {ci|ci eRY =1, ...,nl} guide
the reverse process to progressively produce the refined
dense scene flow residual 8 = My(si,t,C). The super-
script 4 in s will be omitted below for the simplicity. n! is
the point number of PC] at layer [.

“4)

3.3. Uncertainty Estimation

Previous works rarely study the uncertainty and reliabil-
ity of estimated scene flow. However, there exist point
matching errors when associating two point cloud frames,
especially for noisy inputs, dynamics, and repetitive pat-
terns (Fig. 1). In these cases, estimated flow vectors from
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Figure 4. The visualization of uncertainty. During the training
process, our designed uncertainty intervals narrow progressively,
which encourages predicted flow toward the ground truth.

the network are not equally reliable in terms of different
points. Therefore, it is crucial to make the network aware
of whether each estimated point correspondence is trustwor-
thy during the training. For this purpose, we propose a per-
point uncertainty jointly estimated with scene flow in our
diffusion model to evaluate the estimation reliability.

Estimation of uncertainty. Cost volume represents the
per-point matching degree between two point cloud frames.
Therefore, in the coarsest layer, we output one additional
channel as the initial uncertainty simultaneously with initial
scene flow from cost volume as in Fig. 3. Then, in each
refinement module, to control the flow residual generation
more tightly, we also predict the uncertainty residuals using
the same process as flow residuals through the denoising
network of diffusion module:

§€)7ﬁ%) :M9(8i7uivt’0)7 (6)

where ), represents the predicted uncertainty residual cor-
responding to each per-point flow residual ). Finally, re-
fined uncertainty in layer [ is then propagated into layer [+ 1
through the feature propagation process [22].

Construction of the ground truth uncertainty. The
key issue is how to enable the network aware of uncertainty
and how to supervise it toward the appropriate optimiza-
tion direction. During the initial stages of training, the net-
work has a relatively poor ability to estimate precise scene
flow and tends to focus more on learning easier point corre-
spondences. As the network converges, it has mastered the
correspondence-finding prior to some extent for estimating
more challenging cases. Therefore, our uncertainty inter-
vals should also be narrowed dynamically throughout the
training process. We obey this rule to construct the ground
truth uncertainty as:

ear = || sf' = sfT |, 7

€ab
Cre = |W|u ®)
ul — 07 €ap < E17e7'€ < E2 (9)
0 1, otherwise,

where v}, indicates the constructed uncertainty ground
truth. F; and E5 decay with the convergence of the net-
work, which constrain the uncertainty intervals by absolute
and relative estimation errors. As in Fig.4, uncertainty in-
tervals represent the reliability range of each estimated flow
and progressively encourage the estimated flow to optimize
toward the ground truth. The supervision of uncertainty
residual is similar to flow residual in the diffusion:

N
L = Eug,t[” uf) - uf) Il5]- (10)

By incorporating uncertainty estimation into the training
process, we enhance the network’s ability to capture and
quantify the uncertainty associated with each estimated
scene flow, leading to more reliable and accurate results.

3.4. Overall Architecture of DifFlow3D

We adopt the coarse-to-fine structure to generate the scene
flow residuals and uncertainty residuals at different scales.
The inputs of our diffusion-based refinement at layer ! are
coarse sparse scene flow sf!, coarse sparse uncertainty u'
and condition signals C'. Firstly, coarse sparse scene flow
sf! is up-sampled to produce the coarse dense scene flow
sfdense  Similarly, coarse sparse uncertainty u' is up-
sampled as coarse dense uncertainty u9°"*¢. Dense flow
residual 8}, uncertainty residual @}, are then refined from
the denoising network Mpy. The refined dense scene flow
(or uncertainty) at layer [ is generated by the per-point ad-
dition between coarse dense flow (or uncertainty) and its
corresponding residual. Finally, the refined dense flow and
uncertainty will be the inputs of layer [ + 1:

8fl+1 _ Sfdense + §6’ (11)

ul-‘rl _ udense + ,&10 (12)

3.5. Training Objective

We adopt a multi-scale supervision strategy in terms of
scene flow, scene flow residuals, and uncertainty residuals.
The scene flow loss is designed as:

Lip = sf' = s |l (13)
where s f! and s f¢7 respectively indicate the estimated and
ground truth scene flow at layer [.

The overall loss function is the mixture of three parts:

Lh=Nog X Ly + Apes X Lhog + Xun X Ly, (14)
K

gzzo/ x L (15)
=0

where o' and £! indicate the weight and total loss at layer
l. K is the number of our diffusion-based refinement layer.
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FT3D, KITTI,

Method EPE3DJ Acc3DS T Acc3DR 7 Outliers| EPE2D| Acc2D|EPE3D. Acc3DS T Acc3DR 7 Outliers| EPE2D Acc2D|
FlowNet3D [22 0.1136 0.4125 0.7706 0.6016 5.9740 0.5692| 0.1767 0.3738 0.6677 0.5271 7.2141 0.5093
HPLFlowNet [9]  0.0804 0.6144 0.8555 0.4287 4.6723 0.6764|0.1169 0.4783 0.7776 0.4103 4.8055 0.5938
PointPWC-Net [51] 0.0588 0.7379 0.9276 0.3424 3.2390 0.7994 | 0.0694 0.7281 0.8884 0.2648 3.0062 0.7673
HALFlow [43] 0.0492 0.7850 0.9468 0.3083 2.7555 0.8111]0.0622 0.7649 0.9026 0.2492 2.5140 0.8128
FLOT [31] 0.0520 0.7320 0.9270 0.3570 — — 10.0560 0.7550 0.9080 0.2420 — —

HCRF-Flow [18] 0.0488 0.8337 0.9507 0.2614 2.5652 0.8704 | 0.0531 0.8631 0.9444 0.1797 2.0700 0.8656
PV-RAFT [49] 0.0461 0.8169 0.9574 0.2924 — — 1 0.0560 0.8226 0.9372 0.2163 — —

FlowStep3D [16]  0.0455 0.8162 0.9614 0.2165 — — | 0.0546 0.8051 0.9254 0.1492 — —

RCP [10] 0.0403 0.8567 0.9635 0.1976 — — 1 0.0481 0.8491 0.9448 0.1228 — —

3DFlow [44] 0.0281 0.9290 0.9817 0.1458 1.5229 0.9279| 0.0309 0.9047 0.9580 0.1612 1.1285 0.9451
BPF [4] 0.0280 0.9180 0.9780 0.1430 1.5820 0.9290| 0.0300 0.9200 0.9600 0.1410 1.0560 0.9490
PT-FlowNet [8] 0.0304 09142 0.9814 0.1735 1.6150 0.93120.0224 0.9551 0.9838 0.1186 0.9893 0.9667
IHNet [47] 0.0191 0.9601 0.9865 0.0715 1.0918 0.9563 | 0.0122 0.9779 0.9892 0.0913 0.4993 0.9862
MSBRN [5] 0.0150 0.9730 0.9920 0.0560 0.8330 0.9700| 0.0110 0.9710 0.9890 0.0850 0.4430 0.9850
Ours 0.0114 0.9836 0.9949 0.0350 0.6220 0.9824 | 0.0078 0.9817 0.9924 0.0795 0.2987 0.9932

Table 1. Comparison results on FlyingThings3D and KITTI datasets without occlusion [9]. The best results are in bold. Our method
has 24.0% and 29.1% EPE3D reduction respectively compared with previous works.

4. Experiment
4.1. Datasets and Implementation Details

We follow previous works [4, 9, 22, 31, 44, 49] to train
our DifFlow3D on synthetic FlyingThings3D dataset [25],
and evaluate the model on both FlyingThings3D and KITTI
[26] datasets. All the experiments are conducted on a sin-
gle RTX 3090 GPU. The Adam optimizer is adopted with
b1 = 0.9, 82 = 0.999. The learning rate is initially set as
0.0001 and reduced by 0.8 every 10 epochs. We leverage
DDIM [37] with the total timestamp 7" = 1000. Refine-
ment layer number K is 3. Gaussian noise is set as o =
1. We imitate the learning rate step decay strategy for F
and F, which are initially set as 0.5, and decay with the
rate 0.8 until 0.02. Our evaluation metrics include EPE3D
(m), Acc3DS, Acc3DR, Outliers, EPE2D (px), and Acc2D,
commonly used in previous works [4, 22, 44].

4.2. Comparison with State-of-the-Art Methods

To comprehensively demonstrate the superiority of our
method, we show comparison results with two pre-process
settings: without occlusion [9] and with occlusion [22].
Comparison on point clouds without occlusion. We
compare our DifFlow3D with a series of state-of-the-art
(SOTA) methods on both FlyingThings3D [25] and KITTI
scene flow [26] datasets without occlusion. Table 1 demon-
strates that our DifFlow3D outperforms all previous meth-
ods in terms of both 3D and 2D metrics on two datasets.
Compared with the recent SOTA method MSBRN [5], our
model reduces the End-point-error (EPE3D) by 24.0% and
29.1% respectively on FlyingThings3D and KITTI datasets.
It is worth noting that DifFlow3D also has the best general-
ization capability. Only trained on the Flyingthings3D syn-
thetic dataset, our method firstly achieves millimeter-level

Dataset Method Sup.EPE3D| Acc3DST Acc3DR | Outliers),
FlowNet3D [22] Full 0.169 0254 0579  0.789
FLOT [31] Full 0.156 0.343  0.643  0.700
OGSFNet [29] Full 0.163  0.551 0776 0.518
FI3D FESTA [46] Full 0.111 0431 0.744 —
°3DFlow [44]  Full 0.063 0.791 0909  0.279
BPF [4] Full 0.073  0.791 0896 0.274
MSBRN [5] Full 0.053 0.836 0926 0.231
Ours Full 0.043 0.891 0.944 0.133
FlowNet3D [22] Full 0.173  0.276  0.609  0.649
FLOT [31] Full 0.110 0419  0.721 0.486
OGSFNet [29] Full 0.075 0.706  0.869  0.327
FESTA [46] Full 0.097 0449  0.833 —
KITTI, 3DFlow [44]  Full 0.073 0.819  0.890  0.261
BPF [4] Full 0.065 0.769 0906 0.264
SCOOP [17]  Self 0.063 0.797 0910 0.244
MSBRN [5] Full 0.044 0.873 0950 0.208
Ours Full 0.031 0955 0966 0.108

Table 2. Comparison results on FlyingThings3D and KITTI
datasets with occlusion [22]. “Self” and “Full” respectively mean
self-supervised and fully-supervised training. Our method outper-
forms previous works by 18.9% and 29.5% in terms of EPE3D.

(0.0078m) EPE3D metric on the KITTT dataset.

Comparison on point clouds with occlusion. We also
evaluate our model on the datasets with occlusion prepared
by [22]. Experiment results in Table 2 show that our Dif-
Flow3D still surpasses all previous methods on both two
datasets. Notably, our evaluation results on the KITTI
dataset outperform previous methods by a large margin.
Only trained on FT3Dg, our method reduces EPE3D by
29.5% and outliers by 48.1% on KITTL This demonstrates
the excellent generalization capability of our method.

15114



3DFlow

3DFlow + DSFR

MSBRN MSBRN + DSFR

Figure 5. Visualization results w/o or with our Diffusion-based Scene Flow Refinement (DSFR). For better comparison, we only
visualize the estimated PC5 by warping PC; with estimated scene flow. green, red points respectively indicate accurately estimated 7C'5

and inaccurately estimated PC> (measured by Acc3DR).

Method Training ) FT3D, . ) ) KITTIS. .

EPE3D| Acc3DSTAcc3DR | Outliers| EPE2D | Acc2D[EPE3D. Acc3DS 7T Acc3DR 1 Outliers| EPE2D | Acc2D|
3DFlow [44] Quarter 0.0317 09109 0.9757 0.1673 1.7436 0.9108 [0.0332 0.8931 0.9528 0.1690 1.2186 0.9373
3DFlow+DSFR Quarter 0.0297 (| 6.3%) 0.9207 0.9785 0.1548 1.6344 0.9188(0.0316 (| 4.8%) 0.9028 0.9634 0.1604 1.2247 0.9413
3DFlow [44]  Complete 0.0281 0.9290 0.9817 0.1458 1.5229 0.9279 [0.0309 0.9047 0.9580 0.1612 1.1285 0.9451
3DFlow+DSFR Complete0.0242 (| 13.9%) 0.9494 0.9860 0.1166 1.3201 0.9459 0.0251 (| 18.8%) 0.9398 0.9793 0.1302 0.9761 0.9686
BPF [4] Complete 0.0280 09180 0.9780 0.1430 1.5820 0.9290 0.0300 0.9200 0.9600 0.1410 1.0560 0.9490
BPF+DSFR Complete0.0247 (| 11.8%) 0.9390 0.9840 0.1192 1.3749 0.9468 (0.0265 (/11.7%) 0.9355 0.9672 0.1290 1.0527 0.9637
MSBRN [5] Complete 0.0150 0.9730 0.9920 0.0560 0.8330 0.9700(0.0110 0.9710 0.9890 0.0850 0.4430 0.9850

MSBRN+DSFR Complete 0.0114 (| 24.0%) 0.9836 0.9949 0.0350

0.6220 0.9824 (0.0078 (129.1%) 0.9817 0.9924 0.0795 0.2987 0.9932

Table 3. The plug-and-play capability of our methods. Our Diffusion-based Scene Flow Refinement (DSFR) can effectively improve
the accuracy introduced into recent methods on both FlyingThings3D and KITTI datasets. The best results are in bold.

4.3. Plug-and-Play on Previous Works

It is extremely encouraging that our diffusion-based re-
finement can serve as a plug-and-play module, improv-
ing the estimation accuracy of several recent SOTA works
[4, 5, 44]. In Table 3, we replace their refinement modules
with our diffusion-based one. 3DFlow [44] first trains their
model on a quarter of the data, then finetunes results on the
complete dataset. For the comprehensive comparison, we
also show experiment results on both quarter and complete
training sets. As shown in Table 3, our method respectively
has 6.3% and 13.9% EPE3D reduction on the quarter and
complete training set of FT3D, dataset. Similarly, introduc-
ing our diffusion refinement strategy into the GRU in BPF
[4] and MSBRN [5] can also significantly improve their ac-
curacy. Also, they innovate the cross-frame association with
specific designs. Instead, our diffusion-based refinement is
more generic in terms of different network designs or chal-
lenging cases. As in Fig. 5, estimations for dynamic cars or
bushes with complex patterns are more accurate by adding
our Diffusion-based Scene Flow Refinement (DSFR).

4.4. Ablation Study

Extensive experiments are conducted to validate the effec-
tiveness of each proposed component.

Designs of diffusion model. We first remove the dif-
fusion refinement module, remaining the coarsest initial-
ization stage. As in Table 4 (a), there is a 0.14m EPE3D
increase. We also compare different denoising network
choices (MLP [44], point transformer [28], or GRU [5]).
GRU has the best performance, partly because the recurrent
network is more suitable for iterative refinement.

Uncertainty. As illustrated in Table 4 (b), without our
proposed uncertainty, there is 28.9% higher EPE3D. Our
uncertainty ground truth is designed as a binary value. We
also conduct the experiment by substituting it with a contin-
uous value ranging from 0 to 1. However, worse estimation
results can be seen. To better guide the flow regression,
we jointly estimate uncertainty and scene flow as in Section
3.3. If we predict uncertainty and scene flow by two sepa-
rate fully connected layers from cost volume, there is a sig-
nificant EPE3D increase. This is because uncertainty can
not tightly control the flow due to the indirect connection
and even mislead the flow learning in the wrong direction.

Condition signals. Conditional information is ex-
tremely significant in guiding the flow residual refinement
module. We remove each of our designed condition sig-
nals to validate their importance as in Table 4 (c). Without
cost volume as guidance, our model has obviously worse
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Method [|[EPE3D| Acc3DS? Acc3DR' Outliers|
(a) Diffusion

w/o diffusion refinement 0.1559 0.0777 0.4462  0.8637
with transformer-based My [28] 0.0374 0.8465 0.9638 0.1862
with MLP-based My [44] 0.0244 09492 0.9858 0.1172
Ours (with GRU-based My [5]) 0.0114 0.9836  0.9949  0.0350
(b) Uncertainty

w/0 uncertainty 0.0147 09753  0.9929 0.0515
with continuous uncertainty GT 0.0178 0.9669  0.9906 0.0774
with separately estimated uncertainty || 0.0170  0.9692  0.9914  0.0661
Ours (full) 0.0114 0.9836  0.9949  0.0350
(c¢) Condition

w/o cost volume 0.0621 0.6821  0.9098  0.4038
w/o coarse flow embedding 0.0245 0.9415 09817 0.1058
w/o geometry feature 0.0150 0.9723  0.9921  0.0603
Ours (full, with all three conditions) || 0.0114 0.9836  0.9949  0.0350

Table 4. Ablation studies on FlyingThings3D prepared by [9].

Method ‘ Runtime ‘ Method ‘ Runtime
FLOT [5] 289.6ms PV-RAFT [49] 781.1ms
FlowStep3D [16] 972.7ms RCP [10] 2854.6ms
MSBRN [5] 221.1ms Ours 228.3ms

Table 5. Runtime comparison. Compared with our baseline
MSBRN [5], our proposed diffusion-based refinement only brings
minimal computational overhead.

estimation (4.5 times larger EPE3D), since cost volume
precisely represents the per-point correlation between two
frames. Coarse flow embedding can also lead the flow gen-
eration because the coarse matching in the low-resolution
layer has a more global understanding of cross-frame corre-
lation. Thus, if we remove it, there is a significant accuracy
drop. The geometry feature has low-level 3D structural in-
formation in dynamic scenes. 31.6% higher EPE3D can be
seen without the geometry feature as guidance.

4.5. Runtime Comparison

We compare our DifFlow3D with previous methods on ef-
ficiency. All results are evaluated on a single RTX 3090
GPU. Table 5 shows that DifFlow3D has highly competi-
tive efficiency. Notice that our baseline here is based on
MSBRN [5], where we combine its flow initialization with
our diffusion-based refinement. Compared with MSBRN,
our method has only a slightly more computational over-
head (3.3%), but much higher estimation accuracy (24.0%
and 29.1% on FT3D, and KITTI, as in Table 1).

5. Discussion

We discuss the motivations and reasons why our proposed
diffusion-based refinement module works.

Why diffusion? As illustrated in Fig. 1, the intro-
duction of diffusion model can improve the robustness for
some challenging cases. We further show two quantitative
comparisons by adding random noise in Fig. 6. Previous

PointPWC —— MSBRN —4— 3DFlow —e— Ours
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Figure 6. Adding random Gaussian noise on input points. We

add random Gaussian noise on input points, where the horizontal
coordinate represents the standard deviation of the noise.
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Figure 7. How uncertainty works during the training pro-

cess. We visualize the uncertainty intervals respectively at dif-
ferent training stages (epoch=10 and epoch=100).

works all witness a dramatically increasing EPE3D, but our
method has a relatively small fluctuation in accuracy.

How uncertainty works? Our uncertainty represents
the reliability and confidence level of per-point predicted
scene flow, which can progressively constrain the flow
residual generation range. As in Fig. 7, there are large un-
certainty intervals for all points at the initial stages of the
training. After training for 100 epochs as in Fig. 7 (b), all
uncertainty intervals are narrow obviously because our net-
work has better estimation ability. Furthermore, uncertainty
intervals also vary in terms of different objects. As shown
in Fig. 7 (b), there are relatively larger uncertainty intervals
for the dynamic car, which are relatively difficult to learn
due to its inconsistent motion. But other static objects have
almost no uncertainty estimations.

6. Conclusion

In this paper, we innovatively propose a diffusion-based
scene flow refinement network with uncertainty awareness.
Multi-scale diffusion refinement is adopted to generate fine-
grained dense flow residuals. To improve the robustness of
our estimation, we also introduce a per-point uncertainty
jointly generated with scene flow. Extensive experiments
demonstrate the superiority and generalization ability of our
DifFlow3D. Notably, our diffusion-based refinement can
serve as a plug-and-play module into previous works and
shed new light on future works.
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