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Abstract

The vision and language generative models have been
overgrown in recent years. For video generation, various
open-sourced models and public-available services have
been developed to generate high-quality videos. However,
these methods often use a few metrics, e.g., FVD [56] or
IS [45], to evaluate the performance. We argue that it is hard
to judge the large conditional generative models from the
simple metrics since these models are often trained on very
large datasets with multi-aspect abilities. Thus, we propose a
novel framework and pipeline for exhaustively evaluating the
performance of the generated videos. Our approach involves
generating a diverse and comprehensive list of 700 prompts
for text-to-video generation, which is based on an analysis of
real-world user data and generated with the assistance of a
large language model. Then, we evaluate the state-of-the-art
video generative models on our carefully designed bench-
mark, in terms of visual qualities, content qualities, motion
qualities, and text-video alignment with 17 well-selected ob-
jective metrics. To obtain the final leaderboard of the models,
we further fit a series of coefficients to align the objective
metrics to the users’ opinions. Based on the proposed human
alignment method, our final score shows a higher correlation
than simply averaging the metrics, showing the effectiveness
of the proposed evaluation method.

1. Introduction

The charm of the large generative models is sweeping the
world, e.g., the well-known ChatGPT and GPT4 [37] have
shown human-level abilities in several aspects, including
coding, solving math problems, and even visual understand-
ing, which can be used to interact with our human beings
using any knowledge in a conversational way. As for the gen-
erative models for visual content creation, Stable Diffusion

*Equal Contribution.
†Corresponding Author

E AL
CRAFTER

Style

Human
Actions

Object

Animal

weather

Food
vehicle

Camera motion
landscape

Text

plant

electronic

Figure 1. We propose EvalCrafter, a comprehensive framework for
benchmarking and evaluating the text-to-video models, including
the well-defined prompt types in grey and the multiple evaluation
aspects in black circles.

(SD) [43] and SDXL [40] play very important roles since
they are the most powerful publicly available models that
can generate high-quality images from any text prompts.

Beyond text-to-image (T2I), taming diffusion model
for video generation has also progressed rapidly. Early
works (Imagen-Viedo [23], Make-A-Video [49]) utilize the
cascaded models for video generation directly. Powered by
the image generation priors in SD, LVDM [21] and Mag-
icVideo [69] have been proposed to train the temporal layers
to efficiently generate videos. Apart from the academic pa-
pers, several commercial services also can generate videos
from text or images, e.g., Gen2 [18] and PikaLabs [5]. Al-
though we can not get the technique details of these services,
they are not evaluated and compared with other methods.
However, all current large text-to-video (T2V) models only
use previous GAN-based metrics like FVD [56] for evalua-
tion, which only concerns the distribution matching between
the generated video and the real videos, other than the pairs
between the text prompt and the generated video. Differently,
we argue that a good evaluation method should consider the
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metrics in different aspects, e.g., the motion quality and the
temporal consistency. Also, similar to the large language
models (LLMs), some models are not publicly available and
we can only get access to the generated videos, which fur-
ther increases the difficulties in evaluation. Although the
evaluation has progressed rapidly in the large generative
models, including the areas of LLM [37], MLLM [33], and
T2I [26], it is still hard to directly use these methods for
video generation. The main problem here is that different
from T2I or dialogue evaluation, motion and consistency are
very important to video generation which previous works
ignore.

We make the very first step to evaluate the general T2V
models. In detail, we first build a comprehensive prompt list
containing various everyday objects, attributes, and motions.
To achieve a balanced distribution of well-known concepts,
we start from the well-defined meta types of the real-world
knowledge and utilize the knowledge of the LLM, i.e., Chat-
GPT [37], to extend our meta-prompt to a wide range. Be-
sides the prompts generated by the model, we also select
the prompts from real-world users and T2I prompts. After
that, we obtain the metadata (e.g., color, size, etc.) from the
prompt for further evaluation. Second, we assess the perfor-
mance of large T2V models from four aspects, i.e., video
quality, text-video alignment, motion quality, and temporal
consistency. For each aspect, we employ several objective
metrics as evaluation measures, and we conduct a user study
to human scores w.r.t. these four aspects. After that, we train
coefficients of the regression model for each aspect, aligning
evaluation scores with user preferences. This enables us to
obtain the final model scores and evaluate new videos using
the trained coefficients.

Overall, we summarize the contribution of our paper as:

• We make the first step of evaluating the large T2V
model and build a comprehensive prompt list with de-
tailed annotations for T2V evaluation.

• We consider the aspects of the video visual quality,
video motion quality, video temporal consistency, and
text-video alignment for the evaluation of video genera-
tion. For each aspect, we align the opinions of humans
and also verify the effectiveness of the proposed metric
by correlation analysis.

• During the evaluation, we also discuss several conclu-
sions and findings, which might also contribute to fur-
ther innovation and development of T2V models.

2. Related Work
2.1. Text-to-Video Generation and Evaluation

Text-to-video (T2V) generation aims to create videos
from text prompts. Early works used Variational AutoEn-

coders (VAEs [29]) or generative adversarial networks
(GANs [20]) but often yielded low-quality or domain-
specific results, such as faces [66] or landscapes [50, 63].
Recent methods leverage advancements in diffusion mod-
els [24, 25, 60] and large-scale text-image pretraining [42]
to improve generation quality. Examples include Make-A-
Video [49], Imagen-Video [23], LVDM [21], Align Your
Latent [9], and MagicVideo [69]. Commercial and non-
commercial entities have also shown interest in T2V gen-
eration, with online services like Gen1 [18], Gen2 [18],
and open-source models such as ZeroScope [6], Mod-
elScope [57]. Discord-based servers like Pika-Lab [5] and
Morph Studio [4] have demonstrated competitive results.

However, a fair and detailed benchmark for evaluating
these methods is still lacking. Existing metrics like FVD [56],
IS [45], and CLIP similarity [42] may perform well on previ-
ous in-domain T2I generation methods but do not adequately
assess alignment with input text, motion quality, and tempo-
ral consistency, which are crucial for T2V.

2.2. Evaluations on Large Generative Models

Evaluating the large generative models [37, 40, 43, 54, 55]
is a big challenge for both the NLP and vision tasks. For
the LLMs, current methods design several metrics in terms
of different abilities, question types, and user platform [15,
22, 61, 68, 70]. More details of LLM evaluation and Multi-
model LLM evaluation can be found in recent surveys [11,
67]. Similarly, the evaluation of the multi-modal generative
model also draws the attention of the researchers [8, 62].
For example, Seed-Bench [33] generates the VQA for multi-
modal LLM evaluation.

For the models in visual generation tasks, Imagen [44]
only evaluates the model via user studies. DALL-Eval [14]
assesses the visual reasoning skills and social basis of the
T2I model via both user and object detection algorithm [10].
HRS-Bench [7] proposes a holistic and reliable benchmark
by generating the prompt with ChatGPT [37] and utiliz-
ing 17 metrics to evaluate the 13 skills of the T2I model.
TIFA [26] proposes a benchmark utilizing the visual ques-
tion answering (VQA). However, these methods still work
for T2I evaluation or language model evaluation. For T2V
evaluation, we further consider the quality of motion and
temporal consistency.

3. Benchmark Construction

Our benchmark aims to create a trustworthy prompt list
to evaluate the abilities of various T2V models fairly. To
this end, we first collect and analyze large-scale real-world
users’ prompts. After that, we propose an automatic pipeline
to generate a prompt list with high diversity. Since video
generation is time-consuming, we collect 700 prompts as
our initial version for evaluation with careful annotation. In
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Describe a scene about {Count|humans},
{motions|None} , return in json format,
with the attribute of [some attributes],
the keys of json is [attributes names],
the length of description is
{length_of_prompt} words.

HumanMeta class:

“ Two�people,�a�man�and�a�
woman,�are�sitting�on�a�
park�bench.�The�man�is�

middle-aged�with�balding,�
gray�hair.�The�woman�is�
young�with�long,�black�hair�
in�a�ponytail. ”

Descrip4on Meta data
{

“gender”: [ “male”, “female” ], 

“race”: [“N/A”, “N/A” ], 

“activity” : ["sitting" ], 

“age” : [“middle-aged”, “young”],

….

}

Meta Info
🎲

you need to answer `yes` or `no` to identify if 
the input: ‘{description} ’ can actually describe 
{attribute key} of the subject is {attribute
value}.

GPT 4

GPT 4

A<ribute Consistency Check via Q & AHuman Validation

✅ Consistency of recognition labels

✅ Consistency of metadata and description

✅ Diversity and distribution
🏆

Real World Prompts

Yes No

Figure 2. We aim to generate a trustworthy benchmark with detailed prompts for text-to-video evaluation by computer vision model and
users. We show the pipeline above.

Method Ver. Abilities† Resolution FPS Open Source Length Speed∗ Motion Camera
ModelScope 23.03 T2V 256×256 8 ✓ 4s 0.5 min - -
VideoCrafter 23.04 T2V 256×256 8 ✓ 2s 0.5 min - -
ZeroScope 23.06 T2V & V2V 1024×576 8 ✓ 4s 3 min - -
ModelScope-XL 23.08 I2V & V2V 1280×720 8 ✓ 4s 8 min+ - -
Show-1 23.10 T2V 576×320 8 ✓ 4s 10 min - -
Hotshot-XL 23.10 T2V 672×384 8 ✓ 1s 10 s - -
VideoCrafter1 23.10 I2V & T2V 1024×576 8 ✓ 2s 3 min - -
Floor33 Pictures 23.08 T2V 1280×720 8 - 2s 4 min - -
PikaLab 23.09 I2V OR T2V 1088×640 24 - 3s 1 min ✓ ✓
Gen2 23.09 I2V OR T2V 896×512 24 - 4s 1 min ✓ ✓

Table 1. The difference in the available diffusion-based text-to-video models. † We majorly evaluate the method of text-to-video genera-
tion (T2V). For related image-to-video generation model (I2V), i.e., ModelScope-XL, we first generate the image by Stable Diffusion v2.1
and then perform image-to-video on the generated content.

this section, we introduce the details of the construction of
our benchmark.

Real-World Data Collection. To better understand the
types of prompts we should generate, we collect prompts
from real-world T2V generation discord users, including the
FullJourney [2] and PikaLab [5]. In total, we gather over
600k prompts with corresponding videos and filter them to
200k by removing repeated and meaningless prompts.

Through analyzing the collected data including aspects
like prompt length and word frequency, we get to know that
most of the prompts contain 3 to 40 words. Besides, we iden-
tify four meta-subject classes for T2V generation: human,
animal, object, and landscape. For each type, we
consider the motions and styles of each type, the relationship
between the current metaclass and other metaclasses, and
the motion and camera motion to construct the bench-
mark. We give more details in the supplementary materials.

Figure 3. The analysis of the proposed benchmark. Each meta type
contains 3 sub-types to increase the generated videos’ diversity.

General Recognizable Prompt Generation. Based on
the metaclasses identified in the previous step, we generate
the recognizable prompts with the help of a LLM and human
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input. As shown in Fig 2, for each kind of metaclass, we
ask GPT-4 [37] to describe the scenes about this metaclass
and its attributes with randomly sampled meta information.
This way, we get the ground truth for the computer vision
models for evaluation. However, we find that GPT-4 is not
perfect for this task, as the generated attributes are not very
consistent with the generated description. Thus, we involve
a self-check in the benchmark building process where we
use GPT-4 to identify the similarities between the generated
description and each metadata. Finally, we filter the prompts
by ourselves to ensure each prompt is correct and meaningful
for T2V generation.

In addition to the automatically generated prompts, we
also integrate prompts from real-world users and avail-
able T2I evaluation prompts, such as DALL-Eval [14] and
Draw-Bench [44]. We filter and generate the metadata using
GPT-4, choose suitable prompts with corresponding meta-
information as shown in Fig. 2, and check the consistency of
the meta-information.

Benchmark Overview. Overall, we get over 700 prompts
in the metaclasses of human, animal, objects, and
landscape. Each class contains the natural scenes, the
stylized prompts, and the results with explicit camera motion
controls. We give a brief view of the benchmark in Fig. 3.
To increase the diversity of the prompts, our benchmark con-
tains 3 different sub-types, where we have a total of 50 styles
and 20 camera motion prompts. We randomly add them in
250 prompts of the whole benchmark. Our benchmark con-
tains an average length of 12.3 words per prompt, which is
similar to the real-world prompts we collected.

4. Evaluation Metrics
Different from previous FID [46] based evaluation met-

rics, we evaluate the T2V models in different aspects, includ-
ing the visual quality of the generated video, the text-video
alignment, the motion quality, and temporal consistency. Be-
low, we give the detailed metrics.

4.1. Overall Video Quality Assessment

We focus on the visual quality of the generated video,
which is crucial for user appeal. As distribution-based meth-
ods like FVD [56] require ground truth videos, we argue
they are unsuitable for general T2V generation cases.
Video Quality Assessment (VQAA, VQAT ). We employ
the Dover [59] method to assess generated video quality in
terms of aesthetics and technicality. The technical rating mea-
sures common distortions like noise and artifacts. Dover [59]
is trained on a large-scale dataset with labels ranked by real
users. We denote the aesthetic and technical scores as VQAA

and VQAT , respectively.
Inception Score (IS). We also use the inception score [45]
as a video quality assessment index, following previous T2V

generation papers. The inception score evaluates GAN [20]
performance using a pre-trained Inception Network [52] on
the ImageNet [17] dataset. A higher inception score indicates
more diverse generated content.

4.2. Text-Video Alignment

We evaluate the alignment of input text and generated
video in various aspects, including global text prompts, con-
tent correctness, and specific attributes. The details of each
score are as follows.
Text-Video Consistency (CLIP-Score). We use the CLIP-
Score to quantify the discrepancy between input text prompts
and generated videos. Using the pretrained ViT-B/32
CLIP model [42] as a feature extractor, we obtain frame-
wise image embeddings and text embeddings, and compute
their cosine similarity. The overall CLIP-Score is then de-
rived by averaging individual scores across all frames.
Image-Video Consistency (SD-Score). We propose a new
metric, SD-Score, to compare the generated quality with
frame-wise SD [43], considering that most current video
diffusion models are fine-tuned on a base SD with a larger
scale dataset. Using SDXL [40], we generate N1 images
{dk}N1

k=1 for every prompt and extract visual embeddings
in both generated images and video frames. We calculate
the embedding similarity between the generated videos and
SDXL images, which helps address the concept forgetting
problems when fine-tuning the T2I diffusion model to video
models. The final SD-Score is calculated as:

SSD =
1

M

M∑
i=1

(
1

N

N∑
t=1

(
1

N1

N1∑
k=1

C(emb(xi
t), emb(dik)))).

(1)
where xi

t is the t-th frame of the i-th video, C(·, ·) is the
cosine similarity function, emb(·) means CLIP embedding,
M is the total number of testing videos, and N is the total
number of frames in each video, where N1 = 5.
Text-Text Consistency (BLIP-BLEU). We also consider
the evaluation between the generated text descriptions of
the video and the input prompt. We utilize BLIP2 [35] for
caption generation and use BLEU [39] for evaluation of text
alignment:

SBB =
1

M

M∑
i=1

(
1

N2

N2∑
k=1

B(pi, lik)), (2)

where pi is the i-th prompt, B(·, ·) is the BLEU similarity
scoring function, {lik}

N2

k=1 are BLIP2 generated captions for
i-th video, and N2 is set to 5 experimentally.
Object and Attributes Consistency (Detection-Score,
Count-Score and Color-Score). We employ SAM-
Track [13] to analyze the correctness of the video content.
We evaluate T2V models on the existence of objects, as
well as the correctness of color and count of objects in text
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prompts. Specifically, we assess the Detection-Score, Count-
Score, and Color-Score as follows:

1. Detection-Score (SDet): Measures average object pres-
ence across videos, calculated as:

SDet =
1

M1

M1∑
i=1

(
1

K

K∑
k=1

σi
tk

)
, (3)

where M1 is the number of prompts with objects, K is the
number of frames where detection is performed, and σi

tk
is the detection result for frame tk in video i (1 if an ob-
ject is detected, 0 otherwise). In our approach, we perform
detection every I = 5 frames. Therefore, K =

⌈
N
I

⌉
.

2. Count-Score (SCount): Evaluates average object count
difference, calculated as:

SCount =
1

M2

M2∑
i=1

(
1− 1

K

K∑
k=1

∣∣citk − ĉi
∣∣

ĉi

)
, (4)

where M2 is the number of prompts with object counts, citk
is the detected object count at frame tk in video i, and ĉi is
the ground truth object count for video i.

3. Color-Score (SColor): Assesses average color accuracy,
calculated as:

SColor =
1

M3

M3∑
i=1

(
1

K

K∑
k=1

sitk

)
, (5)

where M3 is the number of prompts with object colors and
sitk is the color accuracy result for frame tk in video i (1 if the
detected color matches the ground truth color, 0 otherwise).
Human Analysis (Celebrity ID Score). Human is important
for the generated videos as shown in our collected real-world
prompts. To this end, we evaluate the correctness of human
faces using DeepFace [47], a popular face analysis toolbox.
We calculate the distance between the generated celebrities’
faces and real images of the celebrities.

SCIS =
1

M4

M4∑
i=1

(
1

N

N∑
t=1

( min
k∈{1,...,N3}

D(xi
t, f

i
k))), (6)

where M4 is the number of prompts that contain celebri-
ties, D(·, ·) is the Deepface’s distance function, {f i

k}
N3

k=1 are
collected celebrities images for i-th prompt, and N3 = 3.
Text Recognition (OCR-Score) Another hard case for vi-
sual generation is to generate text in the input prompt. To ex-
amine the abilities of current T2V models for text generation,
we utilize the widely used toolbox PaddleOCR [38] to de-
tect the English text from generated videos. Then, similar to
HRS-Bench [7], we calculate Word Error Rate (WER) [30],
Normalized Edit Distance (NED) [51], Character Error Rate
(CER) [36], and get the average.

4.3. Motion Quality

For video, we believe the motion quality is a major dif-
ference from other domains, such as image. To this end, we
consider the quality of motion as one of the main evaluation
metrics in our evaluation system. Here, we consider two
different motion qualities introduced below.
Action Recognition (Action-Score). For videos about hu-
mans, we can easily recognize the common actions via pre-
trained models. We use the MMAction2 toolbox [16] and
the pre-trained VideoMAE V2 model [58] to infer human
actions in generated videos. We take the classification accu-
racy as our Action-Score, focusing on Kinetics 400 action
classes [27].
Average Flow (Flow-Score). We also consider the gen-
eral motion information of the video. To this end, we use
RAFT [53], to extract the dense flows of the video in every
two frames. Then, we calculate the average flow on these
frames to obtain the average flow score of every specific
generated video clip since some methods are likely to gener-
ate still videos that are hard to be identified by the temporal
consistency metrics.
Amplitude Classification Score (Motion AC-Score). Based
on the average flow, we further identify whether the motion
amplitude in the generated video is consistent with the am-
plitude specified by the text prompt. To this end, we set
an average flow threshold ρ that if surpasses ρ, one video
will be considered large, and here ρ is set to 5 based on our
subjective observation.

4.4. Temporal Consistency

Temporal consistency is also a very valuable field in our
generated video. To this end, we involve several metrics for
calculation. We list them below.
Warping Error. We first consider the warping error, which
is widely used in previous blind temporal consistency meth-
ods [31, 32, 41]. In detail, we first obtain the optical flow of
each two frames using the pre-trained optical flow estimation
network [53], then, we calculate the pixel-wise differences
between the warped image and the predicted image. We cal-
culate the warp differences on every two frames and calculate
the final score using the average of all the pairs.
Semantic Consistency (CLIP-Temp). Besides pixel-wise
error, we also consider the semantic consistency between ev-
ery two frames, which is also used in previous video editing
works [18, 41]. Specifically, we consider the cosine simi-
larity of the embeddings of each two consecutive frames
(emb(xt), emb(xt+1)) of the generated videos and then get
the averages on each two frames.
Face Consistency. Similar to CLIP-Temp, we evaluate the
human identity consistency of the generated videos. Specif-
ically, we select the first frame x1 as the reference and cal-
culate the cosine similarity of emb(x1) with {emb(xt)}Nt=2.
Then, we average the similarities as the final score.
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Figure 4. Overall comparison results on our EvalCrafter benchmark.

Visual Text-Video Motion Temporal
Quality Alignment Quality Consistency

ModelScope 53.09 (7) 54.46 (7) 52.47 (7) 57.80 (6)
ZeroScope 53.41 (6) 51.21 (8) 53.61 (4) 58.91 (5)
Floor33 Pictures 58.78 (5) 61.32 (4) 49.16 (8) 50.24 (8)
PikaLab 60.77 (3) 55.80 (6) 55.77 (2) 65.41 (1)
Gen2 62.51 (1) 60.98 (5) 56.43 (1) 64.41 (2)
VideoCrafter1 60.85 (2) 61.95 (2) 53.08 (5) 55.89 (7)
Show-1 52.19 (8) 62.07 (1) 53.74 (3) 60.83 (3)
Hotshot-XL 60.38 (4) 61.52 (3) 52.98 (6) 59.96 (4)

Table 2. Human-preference aligned results from four different as-
pects, with the rank of each aspect in the brackets.

4.5. User Opinion Alignments

Besides the above objective metrics, we evaluate user
opinions through studies focusing on five main aspects: (1)
Video Quality, indicating the quality of the generated video
where a higher score shows less blur, noise, or other vi-
sual degradation; (2) Text and Video Alignment, examining
the relationships between the generated video and the input
text-prompt, requiring users to evaluate the correctness of
generated motions; (3) Motion Quality, requiring users to
identify the correctness of the generated motions from the
video. (4) Temporal Consistency, assessing frame-wise con-
sistency, varying from Motion Quality, which needs users to
give a rank for high-quality movement; (5) Subjective like-
ness, similar to the aesthetic index, a higher value indicates
the generated video generally achieves human preference,
and we leave this metric used directly.

For evaluation, we generate videos using the provided
prompts benchmark on five state-of-the-art methods of Mod-
elScope [57], ZeroScope [6], Gen2 [18], Floor33 [1], and
PikaLab [5], getting 2.5k videos in total. For a fair compar-
ison, we change the aspect ratio of Gen2 and PikaLab to
16 : 9 to suitable other methods. Also, since PikaLab can not
generate the content without the visual watermark, we add
the watermark of PikaLab to all other methods for a fair com-
parison. We also consider that some users might not under-
stand the prompt well, for this purpose, we use SDXL [40]
to generate three reference images of each prompt to help the

Figure 5. The raw ratings from our user study.
users understand better, which also inspires us to design an
SD-Score to evaluate the models’ text-video alignments. For
each metric, we ask 7 users to give opinions between 1 to 5,
where a large value indicates better alignments. The video
sequence has been randomly shuffled before being given
to users, and we get 8647 feedback scores in total. Finally,
after filtering, we keep 1024 most objective and professional
scores as illustrated in Fig. 5.

Upon collecting user data, we proceed to perform hu-
man alignment for our evaluation metrics, with the goal of
establishing a more reliable and robust assessment of T2V
algorithms. Initially, we conduct alignment on the data using
the mentioned individual metrics above to approximate hu-
man scores for the user’s opinion in specific aspects. Similar
to the works of the evaluation of natural language process-
ing [19, 34], we employ a linear regression model to fit the
parameters in each dimension. Specifically, we randomly
choose 80% samples from four different methods as the fit-
tings samples and left the rest 20% samples to verify the
effectiveness of the proposed method. The coefficient param-
eters are obtained by minimizing the residual sum of squares
between the human labels and the prediction from the linear
regression model. In the subsequent stage, we integrate the
aligned results of these four aspects and calculate the total
score to obtain a comprehensive final score.

5. Results
We conduct the evaluation on our benchmark prompts,

where each prompt has a metafile for additional information
as the answer of evaluation. We then generate the videos us-
ing all available high-resolution T2V models, including the
ModelScope [57], Floor33 Pictures [1], and ZeroScope [6],
Show-1 [65], Hotshot-XL [3], and VideoCrafter1 [12]. We
keep all the hyper-parameters, such as classifier-free guid-
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Figure 6. Raw results in different aspects. We consider 4 main meta types (animal, human, landscape, object) to evaluate the
performance of the meta types of the generated video, where each type contains several prompts with fine-grained attribute labels. For each
prompt, we also consider the style of the video, yet more diverse prompts. as shown in realistic and style figure above. (The metrics
values are normalized for better visualization, the Warping Error, Celebrity ID Score, and OCR-Score by 1− so that large values indicate
better performance.)

ance, as the default value. For the service-based model, we
evaluate the performance of the representative works of
Gen2 [18] and PikaLab [5]. They generate at least 512p
videos with high-quality watermark-free videos. We run all
available models on an NVIDIA A100 for speed compar-
ison. We first show the overall human-aligned results in
Fig. 4, with also the different aspects of our benchmark in
Table 2, which gives us the final and the main metrics of
our benchmark. Finally, as in Fig. 6, we give the results
of each method on 4 different meta types (i.e., animal,
human, landscape, object) and two different types of
videos (i.e., realistic, style) in our benchmark.

5.1. Analysis on Human Preference Alignment

To demonstrate the effectiveness of our model in aligning
with human scores, we calculate Spearman’s rank correla-
tion coefficient [64] and Kendall’s rank correlation coeffi-
cient [28], both of which are non-parametric measures of
rank correlation. These coefficients provide insights into
the magnitude and direction of the association between our

method results and human scores, as listed in Table. 3. From
this table, the proposed weighting method shows a better cor-
relation on the unseen 20% samples than directly averaging.

5.2. Findings

Finding #1: Single dimension evaluation is insufficient
for nowadays T2V models. Models’ rankings in Table. 2
vary significantly across different aspects, emphasizing the
importance of a multi-aspect evaluation approach for a com-
prehensive understanding of model performance.
Finding #2: Meta type evaluation is necessary. As shown
in Fig. 6, models perform differently in various meta types,
highlighting the importance of evaluating their abilities by
meta type. For example, Gen2 [18] behaves better than
Floor33 Pictures [1] w.r.t. VQAA in human, animal, and
style videos. Contrarily, it falls behind Floor33 Pictures
in landscape, object, and realistic ones.
Finding #3: Users prioritize visual appeal over T2V align-
ment. As shown in 5, despite Gen2 [18] performing rela-
tively badly in T2V alignment, it surpasses all other models
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in Subjective Likeness. We argue that it is because
users prefer videos with better visual appeal like good visual
quality and high temporal consistency.
Finding #4: All methods cannot perform camera motion
control using prompt. Although some additional hyper-
parameters can be set as additional control handles for
Gen2 [18] and PikaLab [5], all current models still lack the
understanding of open-world prompts like camera motion.
Finding #5: Resolution doesn’t correlate much with vi-
sual appeal. As shown in Table. 1 and Table. 2, Gen2 [18]
and Hotshot-XL [3] have small resolutions but are both com-
petitive in visual quality.
Finding #6: Larger motion amplitude doesn’t ensure user
preference. In our study, most videos that users are fond of
are with slight movements, such as those videos generated
by PikaLab [5] and Gen2 [18].
Finding #7: Generating text remains challenging. Most
methods struggle to generate high-quality and consistent text
from prompts, as evident from OCR-Scores. Raw results of
all metrics are given in supplementary materials.
Finding #8: Many models can sometimes generate com-
pletely wrong videos. From our study, we find quite a num-
ber of failure cases like severe noises and distortion from our
baseline models such as ZeroScope [6], ModelScope [57]
and Floor33 Pictures [1]. We argue that it could be viewed
as a catastrophic forgetting problem [48], as we know many
current T2V models are finetuned from base models like
SD [43]. We present our detailed qualitative results in sup-
plementary materials.
Finding #9: Effective metrics and not that effective
metrics. Metrics like Warp Error, CLIP-Temp, VQAT ,
and VQAA seem to perform well as they all have high
correlations with human scores shown in Table. 3. How-
ever, some metrics are not as good as we think. The Clip-
Score especially, which is a widely used metric in previous
works [18,23,49], only has Spearsman’s ρ 6.3 and Kendall’s
ϕ 4.3 compared to BLIP-BLEU in the same aspects has 26.7
and 19.0. Detailed correlation results can be found in the
supplementary materials.
Finding #10: All current models are not satisfactory
enough. From our objective evaluation and subjective ob-
servation, we argue that T2V models nowadays still have
lots to improve. Even for the best model in our evaluation,
Gen2 [18] also has limitations like struggling with complex
scenes, instruction following, and entity details.

5.3. Limitation

Although we have already made a step in evaluating the
T2V generation, there are still many challenges. (i) Currently,
we only collect 700 prompts as the benchmark, where the
real-world situation is very complicated. More prompts will
show a more general benchmark. (ii) Evaluating the motion
quality of the general senses is also hard. However, in the era

Aspects Methods Spearsman’s Kendall’s
ρ ϕ

Visual
Quality

VQAA 42.1 30.5
VQAT 53.6 39.1
Avg. 55.0 41.0
Ours 55.4 41.1

Motion
Amplitude

Motion AC -22.1 -16.4
Flow-Score -43.3 -30.1
Avg. -38.2 -27.7
Ours 45.0 32.4

Temporal
Consistency

CLIP-Temp 49.8 35.7
Warping Error 69.0 51.7
Avg. 54.4 38.9
Ours 56.7 41.5

TV
Alignment

CLIP-Score 6.3 4.3
BLIP-BLEU 26.7 19.0
Avg. 31.9 22.7
Ours 32.3 22.5

Table 3. Correlation Analysis. Correlations between some objective
metrics and human judgment on text-to-video generations. We use
Spearsman’s ρ and Kendall’s ϕ for correlation calculation.

of multi-model LLM and large video foundational models,
we believe better and larger video understanding models will
be released and we can use them as our metrics. (iii) The
labels used for alignment are collected from only fewer
human annotators, which may introduce some bias in the
results. To address this limitation, we plan to expand the
pool of annotators and collect more diverse scores to ensure
a more accurate and unbiased evaluation.

6. Conclusion
Exploring the capabilities of large generative models is

crucial for improving model design and utilization. In this
paper, we take the first step towards evaluating large, high-
quality T2V models by constructing a comprehensive prompt
benchmark for T2V assessment. We also provide several
objective evaluation metrics to measure T2V model per-
formance concerning video quality, text-video alignment,
temporal consistency, and motion quality. Furthermore, we
conduct human alignment to correlate user scores with objec-
tive metrics, resulting in accurate evaluation metrics for T2V
methods. Our experiments demonstrate that the proposed
methods effectively align with user opinions, thus provid-
ing a reliable assessment of T2V approaches. We believe
this comprehensive evaluation benchmark will serve as a
foundation and foster development for future research.
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