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Abstract

Significant advancements have been made in image edit-
ing with the recent advance of the Diffusion model. How-
ever, most of the current methods primarily focus on global
or subject-level modifications, and often face limitations
when it comes to editing specific objects when there are
other objects coexisting in the scene, given solely textual
prompts. In response to this challenge, we introduce an
object-level generative task called Referring Image Edit-
ing (RIE), which enables the identification and editing of
specific source objects in an image using text prompts. To
tackle this task effectively, we propose a tailored framework
called ReferDiffusion. It aims to disentangle input prompts
into multiple embeddings and employs a mixed-supervised
multi-stage training strategy. To facilitate further research
in this domain, we introduce the RefCOCO-Edit dataset,
comprising images, editing prompts, source object segmen-
tation masks, and reference edited images for training and
evaluation. Our extensive experiments demonstrate the ef-
fectiveness of our approach in identifying and editing tar-
get objects, while conventional general image editing and
region-based image editing methods have difficulties in this
challenging task.

1. Introduction

Referring image segmentation [23], aiming to segment
the target object in the image indicated by an expression,
is one of the most important vision-language problems in
multi-modal information interaction. Among its many ap-
plications, one of the most expected is its utility in image
editing. For example, by providing a language expression as
input, the model can automatically pinpoint the region-of-
interest for user to edit. While current models have excelled
in the initial step of this process, i.e., finding the target re-
gion, the subsequent step, image editing, lies beyond the
conventional task definition of referring segmentation. In
essence, existing referring segmentation frameworks focus
on identifying the target object, while it lacks the inherent
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Figure 1. Comparison of Referring Image Editing (RIE) with other
image editing tasks: (a). General Image Editing, which edits im-
ages with a prominent subject or global-level edition instructions,
(b). Region-based Image Editing, which requires masks or bound-
ing boxes to specify the target region, and (c). Referring Image
Editing, which aims to edit only the target object according to re-
ferring expressions while preserving the unrelated part unchanged.

generative capability required for editing the image.

On the other hand, the field of generative models has
witnessed remarkable advancements in recent years. The
emergence of text-to-image models like Diffusion [46] has
led to a surge in research on image generation with mul-
tiple impressive functionalities. However, to the best of
our knowledge, most of the current efforts in this domain,
including general text-based and instruction-based meth-
ods [5, 11, 42] and prompt2prompt methods [4, 19, 21] con-
centrate on global-level prompts, like “Change the style to
Van Gogh”, or subject-level prompts, e.g. “Replace the cow
to a panda”, as shown in Fig. 1(a). When there are mul-
tiple objects in the scene and we only intend to edit some
certain of them, our experiments reveal that these models
struggle to handle such object-level prompts, like “Replace
the cow in the back with a panda”, which aim to edit one
specific object, as shown in Fig. 1(c). While some region-
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based image editing works [2, 3, 8, 11, 63] allow user to
select a local region for editing, these approaches require
users to manually specify the editing region using bounding
boxes or masks, which are time-consuming to obtain and
not as user-friendly as textual prompts. In essence, most
current generative models emphasize the aspect of image
generation and lack the inherent discriminatory capability
for identifying a desired object within an image.

Referring Image Editing (RIE). From this point, we
propose to extend the scope of current image editing meth-
ods by incorporating the capabilities of processing referring
expressions. We introduce a novel task termed as Refer-
ring Image Editing (RIE), designed to encompass the en-
tire pipeline of object-level image editing with a single text
prompt. The input for RIE consists of an image and a text
prompt, while the text prompt must include both a referring
part and an editing instruction part, such as “Replace the
zebra_on left with a giraffe” In this task, referring im-
age editing models should first identify the target object
and then generate an image that incorporates the editing in-
struction, while preserving the remainder of the image un-
altered. Importantly, the entire process is expected to be ex-
ecuted within a single model. Consequently, this task poses
a formidable challenge, demanding the integration of both
discrimination abilities to locate the target object for edit-
ing and generative abilities to modify the image based on
the prompt, all encapsulated within a single model.

RefCOCO-Edit dataset & ReferDiffusion method. To
facilitate the research of Referring Image Editing, based on
the well-used referring expression dataset RefCOCO [68],
we completes the expressions with edition instructions and
build a referring image editing dataset, namely RefCOCO-
Edit. Each sample within RefCOCO-Edit comprises four
essential components: an image, a text prompt, a region-
of-edition mask, and a reference output image. In addition
to building this dataset, we introduce a novel method for
referring image editing, termed as ReferDiffusion. Refer-
Diffusion is trained using both segmentation masks and ref-
erence output images, enabling it to perform natural image
editing while retaining the ability to predict segmentation
masks. In the context of referring image editing, our goal
is to have the network modify a specific region of the im-
age while leaving other regions untouched. To achieve this,
we employ a contrastive supervision loss, which guides the
network in making changes to the target region while pre-
serving the integrity of the rest of the image. Our extensive
experiments demonstrate that conventional image-to-image
models, such as the standard Stable Diffusion [46], difficult
to adapt to the fine-tuning requirements of the referring im-
age editing task. In contrast, our framework exhibits strong
generalization capabilities for this task, even with limited
training data sizes.

In summary, the main contributions of this work are:

* We expand the current scope of referring segmentation by
incorporating generative capabilities, introducing a novel
task termed as Referring Image Editing (RIE).

* We introduce a new RefCOCO-Edit dataset to support the
future research for RIE, comprising images, text prompts,
masks, and reference edited images.

* We present a baseline method ReferDiffusion for the RIE
task, along with a mixed-supervision training strategy to
effectively train the model.

» Experiments show that general image-to-image methods
fail to generalize effectively to this RIE task, while the
proposed approach can effectively conduct the object-
level image editing according to referring expressions.

2. Related Work
2.1. Referring Expression Segmentation

Referring expression segmentation (RES) [23] aims to
segment the target object in the image indicated by an ex-
pression. Earlier works [12, 18, 24, 25, 31, 33, 36, 41, 65]
mainly utilize Fully Convolutional Networks (FCN) and
Recurrent Neural Networks (RNN) [9, 38, 40, 67] based
methods is the mainstream for RES. Thanks to the great suc-
cess of Transformer [56] in vision tasks [6, 15, 17, 20, 27,
32, 61], Transformer-based methods [13, 14, 16, 35] have
greatly advance the performance of RES. Ding et al. [13,
16] first introduce Transformer to the field of referring
expression segmentation, and propose a tailored Vision-
Language Transformer (VLT) for RES. After VLT, more
and more RES works adopt Transformer [26, 29, 59, 66].
Most recently, Zhu et al. [70] and Liu et al. [37] proposes
to use polygon prediction to tackle the problem in a seq2seq
manner. Besides, some recent works aim to extends the
scope of referring segmentation, like Liu et al. [34] extends
the classic referring segmentation with unconstrained object
number [34], and Wu et al. [62] extends the task in terms of
image numbers.

2.2. Diffusion Model

The diffusion model [22, 53, 54] is a kind of genera-
tive model, and can be seen as a Markov chain that con-
tains a forward and a backward process. For an image in-
put zg, the forward process whitens the given image into a
Gaussian noise, while the backward process recovers the
image from noise. Both forward and backward process
consists of several time steps. Denote the input data in
the ¢-th time step as z;. Each step of the forward process
q(z¢|z,—1) adds certain Gaussian noise to the input, mak-
ing z; more noisy as ¢ increases. In reverse, the backward
process is to find zg given z;. As the property of Markov
chain, each reverse step ¢(z;—1|z;) should depends solely
on the global distribution of z and consistent across all time
steps. Therefore, we can use a neural network ey to ap-
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Figure 2. The task of Referring Image Editing (RIE). The model
takes an image I and a text prompt P as input, and outputs an
edited image /.. RIE aims to edit only the specific parts of existing
real images according to textual prompts.

proximate each denoising step. Recently, the Latent Dif-
fusion [22] proposes to perform the diffusion process in a
latent space. The network has an Variational Auto-Encoder
(VAE) & to converts the image into a lower-resolution la-
tent space, then add a decoder D at the end, which recov-
ers the latent feature back to image. The framework also
uses a modified U-Net with added cross-attention layers as
€p, introducing text-based conditional inputs for the diffu-
sion process. As the diffusion process operates in the latent
space with lower resolution, it greatly reduces the overall
computational complexity. Therefore, the diffusion model
has also gain huge attention in many industry fields such as
image synthesis [44, 46], image inpainting [39], image seg-
mentation [57, 58], video generation [52, 64], image super-
resolution [1, 49], and deblurring [45, 60]. However, most
of these works are focused only on pure generating perfor-
mance of the networks, which neglects the discriminating
capability. In our work, we aim to improve the discrimina-
tion performance networks.

3. Referring Image Editing
3.1. Problem Definition

In this paper, we introduce an object-level image editing
task, namely Referring Image Editing (RIE). As shown in
Fig. 2 and introduced in Sec. 1, RIE’s input consists of two
parts: source image I and text prompt P specifying the
target object and editing requirements; while it outputs an
image I, edited according to the prompt.

The prompt P encompasses two parts: a referring part
P, that indicates the source object, and an edition part
P, that provides descriptions on how the image should be
edited, like “replace the cow in the back with a panda” or
“remove all guys in the background”. The two parts should
be naturally combined into a single sentence, which will
be inputted into models as a whole expression. Addition-
ally, it is worth noting that the editing region is not strictly
confined to the segmentation mask of the source objects;
instead, models are expected to generate natural and mean-

ingful images based on the provided prompt.

Difference with other image-to-image tasks. One ma-
jor feature of RIE is that it emphasis on challenging the tar-
geting and identifying ability of the model, like referring
image segmentation. Compared with region-based image
editing [2, 3, 63] or inpainting [39, 48] that require masks
or bounding boxes to indicate the target-of-interest, RIE
eliminates the need for additional manual input from users,
making it a more intuitive and user-friendly approach. Fur-
thermore, unlike general text-driven or subject-driven im-
age editing methods [4, 30, 55] that mainly focus on images
with a prominent “subject” or are capable only of global-
level manipulations like style transfer, RIE cares about sce-
narios where users seek to edit only the specific parts of
existing real images containing multiple objects by textual
prompts. In essence, RIE places a strong emphasis on dis-
crimination capabilities while also retaining generative abil-
ities, making it challenging. In Sec. 4.1, we investigate why
existing approaches fail to handle this task.

3.2. RefCOCO-Edit Dataset

We construct a referring image editing dataset, termed
as RefCOCO-Edit. This dataset is composed of 400 im-
ages carefully selected from the widely recognized referring
dataset, RefCOCO [34, 68]. Most image has at least 2 edit-
ing samples. For every sample in RefCOCO-Edit, besides
providing a source image I, a prompt P, and a reference
edited output (serves as ground-truth) /., we also include
the mask M of the source object and a mask M, that indi-
cates the rough edited area in ground-truth for evaluation.
For text prompts, We also explicitly points out the word be-
longings of the referring part P, and the edition part P, to
assist model training.

The annotation process involves three key steps: source
object selection, prompt creation, and reference image gen-
eration. In the following, we will provide details of the an-
notation procedures and requirements.

Source object selection. One great feature of referring

image editing is that it requires model’s discriminative ca-
pabilities. Annotators are free to find the source object, but
we adhere to two specific rules:
1), The source object cannot be the sole prominent subject
of the image. This prevents overly simplistic cases, and also
distinguishes RIE from general image editing tasks [10, 30].
2), There must exist an other object that is similar to the
source object in the scene, either in terms of semantic class
or visual characteristics, such as color and shape. This fur-
ther challenges the discrimination abilities of the models.

Prompt creation. We employ expressions from refer-
ring datasets as P,, and do not impose specific constraints
on the content of P,. The editing goal can be similar to the
original object, e.g., “swap the man in blue jacket with red
Jjacket”, or “remove the dog in the background”. We also
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"remove the player jumping on the rightmost and replace it with a truck”

Figure 3. The comparison of Referring Image Editing and the
combination of referring segmentation and image inpainting.

allow prompts involving fictional and imaginative scenar-
ios, such as “change the ship in the river with an airplane”.
The composite text prompt is structured flexibly in a uncon-
strained manner. We also employ Large Language Models
(LLMs) to enrich the variety of the prompts, nevertheless,
all prompts are manually reviewed to ensure the validity.

Reference ground-truth generation. We employ exist-
ing generative models with manual input and selection for
generating the reference ground-truth. We establish three
pipelines, in which annotators can choose the most suitable
one or multiple pipelines to find good reference outputs: 1)
Image composition methods with reference substitution ob-
jects. 2) Region-based image editing models with manually
specified edition regions. 3) Image inpainting methods for
removing objects from the scene. All reference outputs are
undergone manual validation as well.

4. Approach
4.1. Existing Approaches and Motivation

As the existing diffusion models can achieve many func-
tionalities, it is intuitive that one may ask whether the exist-
ing methods are capable to create a naive solution for RIE.
However, most existing methods exhibit their own limita-
tions and are not directly applicable to the task.

Firstly, our experiments in Sec. 5 show that general
image editing models, like instructions-based models [4,
19, 55], fail to directly edit the input image using refer-
ring image editing prompts, even after fine-tuning on the
RefCOCO-Edit dataset. This may because the fact that they
are originally designed and trained for generating or editing
only the sole prominent subject in the image, making it dif-
ficult to control the model to find and edit only the desired
region. Le., they lack discrimintive abilities. Another intu-
itive approach [69] involves using an segmentation model to
identify the mask of the source object, and then employing
region-based editing or inpainting methods like [8, 28, 63].
However for this kind of methods, one major problem is that
the shape of the editing goal and the source object can of-
ten be very different. For instance in Fig. 3, when replacing
a “player” with a “truck”, the inpainting model, which nei-
ther aware of the truck’s shape nor able to adjust the player’s
mask, can only insert a “truck” within the player’s mask,
producing an rather unnatural output.

Diffusion Model

______________________________________

! "Change the
| rightmost 1
! player witha
truck”

Region
Embedder - | o
\Fp| Module i B

Embeddings

’

Prompt P Output 7,

Figure 4. Network Architecture of the proposed ReferDiffusion.

Hence, two major challenges in RIE stand out: firstly,
training the discriminative model that can locate certain ob-
jects while keeping the generative ability, and secondly, de-
coupling the region of “removal” and the region to “paint”
for natural outputs. To address these challenges, we intro-
duce a baseline approach, ReferDiffusion, for the RIE task.
It features a Region-Embedder Module for generating sep-
arate embeddings for the referring region and the editing
region, and a Region-control Loss, which serves to guide
the network in keeping the background unaltered. Addi-
tionally, we propose a mix-supervised training strategy that
trains the model gently by focusing on one task at a time.

4.2. ReferDiffusion

The overall architecture is shown in Fig. 4. Given the
source image I, and text prompt P, the network initially
converts [ into latent space using an encoder £. Simultane-
ously, it extracts text features F’p from P. Next, the Region-
embedder Module processes F; and F'p to generate a set
of embeddings: the vision embedding e, referring embed-
ding e,, and editing embedding e.. These embeddings are
then fused into the final condition vector c. Then like regu-
lar diffusion models, the network ¢y iteratively operates for
T steps, progressively denoises the latent z7. Finally, the
decoder D decodes the denoised feature zg into the edited
output image. The model is trained using the Classifier-free
Guidance for two conditions following [4] using the image
condition c; and the aforementioned condition vector c:

L= ES(I),CI,C,ENN(O,I),t |:| |€ — €p (Zta t; S(CI)a C)||§ .

ey

Region-Embedder Module (REM). In most general
text-to-image diffusion models [46], the condition vector
relies solely on the text prompt P. While this suffices for
describing global-level image themes or content, referring
image editing poses a unique challenge. As previously dis-
cussed, one of the challenges is that the location and shape
of the source object may differ from the editing goal. To ad-
dress this, we propose to disassemble the condition vector
c into multiple facets and introduce the Region-embedder
module (REM). The REM takes two inputs: the encoded
source image feature F, € R¥*Wx*Ce and the prompt em-
bedding Fp € RNexCe  where C, denotes the number of
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Figure 5. Architecture of the Region-Embedder Module.

channels, and IV, is the number of tokens in CLIP. The REM
separately extracts three embeddings from the input, each
focusing on a unique perspective, as illustrated in Fig. 5.
REM comprises two components: a referring embedding
extractor and an edition embedding extractor. The edition
embedding extractor focuses on locating and recovering the
prompt embedding of the edition part Pe. This process is
concise: it employs a self-attention layer on F’p and subse-
quently performs global average pooling on the resulting
vector to obtain the edition embedding e.. e. is super-
vised using the average of the features of the edition part
of the prompt P,, ensuring it contains information about
the edition goal. On the other hand, the referring embed-
ding extractor also employs a self-attention layer on Fp,
and takes the global average pooling of the derived vector
as F,, € R'*C%_ Subsequently, it splits into two pathways:
One pathway is used to find the mask of the source object.
By treating the MLP transformed F,, as a filter and apply
it on the image feature, it predicts the mask of the source
object: M = F, MLP(F,,)T. This prediction is supervised
using the ground-truth mask of the source object, guiding
F, to learn the location of the source object. Additionally,
we aggregate vision features from F using M to create a
vision embedding e,, providing vision information about
the source object. The other pathway applies an extra MLP
on F,,, which contains rich location information about the
source object, to generate the referring embedding e,..
Finally, the three embeddings, e,, e,, e., are fused to-
gether using a cross-attention layer. These three condition
embeddings, along with the prompt embedding Fp, are
concatenated in the token dimension and serve as the key
and value inputs of the cross-attention layer. Fp also serves
as the query input of the cross-attention layer, facilitating
the integration of information from the prompt and all de-
rived embeddings into the final condition vector c. This
condition vector is then used for the diffusion process.
Region-Control Loss (RCL). In the context of refer-
ring image editing, our goal is to modify only the necessary
parts of the image while leaving the rest of the pixels un-
changed. To achieve this, we introduce the Region-control
Loss, which leverages the mask of the edited area M, from
the RefCOCO-Edit dataset. Inspired by DragGAN [43, 51],
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Figure 6. The self-supervised training pipeline.

we apply latent supervision to pixels outside the edited area
at each step of the diffusion process. The Region-control
Loss, denoted as L,., is calculated as follows:

Ly = |z — sglzo] © (1 — M)y, 2)

where z(, is the latent without noise of the image, and sg
is the stop-gradient operator. In essence, this loss encour-
ages the network to retain the original latent for regions that
are not intended to be modified, as indicated by the mask
M. This helps the model to keep the background area un-
changed, while providing hints about the area to edit, fur-
ther facilitating the model to learn how to decouple the re-
ferring region and editing region.

4.3. Training Strategy

As previously mentioned, one major challenge for RIE
is to train a model that simultaneously excels at two tasks
that are of very different natures: strong discrimination, and
controlled generation. Besides, another common obstacle
for generative models training is that the data available for
training is usually limited. To address these challenges, we
propose a mixed-supervised multi-stage training strategy. It
effectively helps the model to focus on one task at a time,
while also enabling the synthesis of training data.

In the first stage, we propose to synthesis training sam-
ples from referring expression datasets for self-supervision,
as shown in Fig. 6. Given a referring segmentation sample
containing an image, an object mask, and a referring expres-
sion, we firstly expand the object mask, and cover the source
object with a random color. Simultaneously, we extract the
subject name from the expression, e.g., “sandwich” for “a
sandwich on the right”. We then use the mask as the refer-
ring part and the subject name as the edition part to gener-
ate a new RIE prompt, e.g., “Paint a sandwich on the blue
mask”. Augmentations like random cropping, flipping, and
LLM rephrasing are applied to enhance data variety. In this
initial stage, the synthesized source object is conspicuous in
the image and very easy to locate, so the model can focus on
learning how to draw contents in the desired region without
altering other unrelated pixels.
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Table 1. Comparison of the metrics of ReferDiffusion and other
image editing methods.

Table 2. Ablation study of design components of ReferDiffusion.

Method AP(T) L2y4(}) CLIP-Sim 4 (1)
Method | AP()  L2y,(})  CLIP-Simsy(1) Fine-tune 456 0.049 24.28
Region-based Editing + Region-Embedder 4.64 0.032 24.17

Blend Diffusion [3] [ 4.47 - 23.40 + Region-Control Loss 4.58 0.026 24.72

General Instruction-based Editing + Self-Sup (ours) 4.60 0.028 25.06
InstructPix2Pix [4] 4.58 0.031 23.72
InstructDiffusion [19] 4.50 0.044 24.07 . . .
MagicBrush [55] 462 0.034 2430 regions during the evaluation.
ReferDiffusion (ours) 4.60 0.028 25.06

In the second stage, we train the model on the proposed
RefCOCO-Edit dataset using full supervision to teach it the
complete pipeline of the RIE task, including locating the
target object and editing the image.

5. Experiment
5.1. Implementation Details

We base our model on the widely-used latent diffusion
model, the Stable Diffusion v1.5 [22] with the general edit-
ing model [4]. During training, the spatial size of images
are fixed at 480x480, and the learning rate is fixed at Se-5.
The model is trained on 8§ NVIDIA V100 GPUs for 2 days.
We follow the InstructPix2Pix [4] for other settings. Dur-
ing inference, we use DDIM as the sampler and the num-
ber of steps is set to 50. For reference image generation of
RefCOCO-Edit, we employ the Paint-by-Example [63] as
composition method, and Blended Latent Diffusion [3] as
the region-based image editing and inpainting method.

5.2. Evaluation

While the RefCOCO-Edit dataset provides reference
edited outputs (ground-truth), our prompts intentionally not
to give very much details for the desired editing goal,
such as color and shape requirements of the target ob-
ject, granting models more creative freedom. Consequently,
direct pixel-level comparisons between reference ground-
truth and generated results, particularly for the edited re-
gion, are not appropriate. Instead, we employ three metrics
for quantitative model assessment: 1). the Aesthetic Predic-
tor’s Score (AP)[50] to gauge overall image quality, 2). L2
score[55] of the background (L2;,) to assess background
consistency, 3). CLIP-Similarity [7, 47] of the foreground
(CLIP-Simy ) to measure the similarity between the edited
part and the referring part P, in the prompt.

Under this evaluation, when the model fails to edit the
region of the source object accordingly with the edition in-
struction, the CLIP score will decrease. Additionally, if the
model erroneously edits regions other than the source ob-
ject, such as any other undesired objects or regions that are
not referred in the prompt, the L2 score will be affected. We
employ the reference edition mask M, from the RefCOCO-
Edit dataset for distinguishing foreground and background

5.3. Quantitative Results

Comparison. We compare our method with five other
models, including a region-based image editing methods:
Blend Latent Diffusion [3], three general image editing
models: Instruct Pix2Pix [4], InstructDiffusion [19], and
MagicBrush [28], which is based on InstructPix2Pix but
fine-tuned on extra data. For Blend Latent Diffusion, we use
the ground-truth mask of the source object as the input and
skip the background score, while use editing part P, of P
as the prompt input. For the two instruction-based methods,
following [19], we add suffix “and do not change any pixel
else” at the end of the prompt to guide the model to preserve
the background, e.g. “Replace the rightmost player with a
zebra and do not change any pixel else”. We use default
settings and random random seeds with a fully-automated
pipeline for all methods. The results are shown in Tab. 1.

From the table, traditional region-based editing methods
struggle to produce good results, even when provided with
ground-truth masks of the source object and explicit editing
instructions. This limitation arises because these region-
based methods can only edit within the predefined mask of
the source object, without considering the context or guid-
ance from the prompt, resulting in unnatural and unsatisfac-
tory outputs. On the other hand, as we use the same genera-
tion backbone as general instruction-based methods, though
they achieve competitive Aesthetic Predictor scores (AP),
they fall short in terms of background consistency (L2;4)
and foreground similarity (CLIP-Simy,) compared to our
proposed ReferDiffusion model. This discrepancy suggests
that these methods often cannot accurately locate the target
object, leading to erroneous edits on unrelated objects or
failing to edit the intended target region. These findings un-
derscore the unique challenges posed by the Referring Im-
age Editing (RIE) task and the need for dedicated models
that can effectively address them.

Ablation Study. We test different modules of our model
to prove their effectiveness. We start from the baseline
model, which is the plain InstructPix2Pix model find-tuned
on the RefCOCO-Edit dataset. Then we test the baseline
model added with the Region-Embedder Module (REM)
and the model with the Region-Control Loss (RCL). Finally
we test the full model with the mixed-supervision training
strategy. The results are shown in Tab. 2. It can be seen that
both REM and self-supervision training (Self-Sup) setting
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Figure 7. Qualitative comparison of ReferDiffusion with other general instruction-based image editing methods.

contribute to the overall performance of the model, includ-
ing L2 and CLIP, showing that both design enhances the
discrimination ability of the model. RCL further contributes
to the L2 score, making the background more consistent.

5.4. Qualitative Results

Comparison with other methods. We present a qual-
itative comparison of our method with three instruction-
based approaches, InstructDiffusion (ID) [19] Instruct-
Pix2Pix (IP) [4], and MagicBrush (MB) [55] in Fig. 7. We
use the same input and prompts as in the quantitative ex-
periments for these two methods in this section. In the first

two samples, we assess the general image generation abil-
ity of the models. In sample (a), the model should turn a
sandwich into a cake. IP fails to do so, while ID and MB
misunderstands the prompt by painting a new sandwich on
top of the original one. IP also changes the spoon on the
plate to a cake. This shows that the general instruction-
based models cannot do well when finding some specific
regions for editing. In sample (b), where the model is re-
quired to change a sandwich into a burger. All methods
identified the correct region but produce different quality
results. ID and IP both hard to fully eliminate the origi-
nal sandwich, generating hybrid images that are part-burger
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ii."put a birthday cake
on the plate in center"

i. "put a birthday cake

Image (a
ge () on the plate on left"

ii. "change the salad
dish to a pizza"

i. "change the pasta

Image (b
ge (®) dish to a pizza"

Figure 8. Demonstration about the referring performance of Refer-
Diffusion.

(a). "change the plastic bag on the  (b). "transform the brown dog on top
suitcase with a backpack” with a cat”

Figure 9. Failure cases of ReferDiffusion.

and part-sandwich, while MagicBrush produces not so good
details on the man’s mouth.

Image (c) and (d) illustrate the referring capability,
specifically the model’s ability to locate the correct source
object within the scene. Samples (d) and (e) involve mul-
tiple objects, the model needs to identify the correct ob-
ject to edit. It appears that InstructDiffusion misinterprets
both tasks as segmentation tasks, producing segmentation
masks for some objects. Furthermore, sample (e) demon-
strates a fictional scene and prompt, in which the model is
required to paint an “airport-ocean”. InstructDiffusion and
InstructPix2Pix fail to understand the prompt, while Mag-
icBrush only partially edits the airport to an ocean, but does
not change the airplane to ships.

Given that the prompts in samples (b) and (c) are lengthy
and complicated and sample (e) involves some novel and
rare concepts, it is possible that generalist models like
InstructDiffusion cannot fully comprehend such complex
prompts. In RIE, where at least two objects are involved
in the prompt, such intricate prompts are common. There-
fore, it is crucial for models to learn how to disentangle
and decipher these complex instructions, and try to under-
stand those unseen concepts. Additionally, it is observed
that MagicBrush tends to edit all objects in sample (a) and
(c), which further supports our argument that general text-
driven image editing methods lack discriminative abilities
necessary for accurately identifying and manipulating ob-
jects within images for the RIE task.

Referring Performance. We demonstrate the refer-
ring performance of the model in Fig. 8. In these tests,
we change the source object but only with modifying a

Table 3. Results of the user study.

Method Quality(1) Consistency(1)
InstructPix2Pix [4] 3.09 3.02
InstructDiffusion [19] 3.14 3.15
MagicBrush [55] 3.11 3.27
ReferDiffusion (ours) 3.12 3.63

few words in the referring part of the prompt, and see
whether the model is sensitivity to the changes. It can be
seen that the model is able to understand semantic clues
(“pasta/salad”), and find the correct source object in the
image and edit it accordingly.

Failure cases. Some failure cases are shown in Fig. 9.
As our model is built upon the general Diffusion model,
which is primarily designed for image generation, its per-
formance in target identification is relatively limited com-
pared to specialized referring segmentation models, par-
ticularly when faced with lengthy and complex prompts,
or high visual reasoning requirements like involving mul-
tiple instances with complicated interactions in one prompt.
Also, the quality of generated images depends on the back-
bone model and synthesized dataset, occasionally resulting
in unnatural outputs when editing challenging scenes.

5.5. User Study

We further conduct a user study to evaluate the proposed
method. Following previous works [55, 63], our study in-
clude two questions from different aspects: image quality
and the consistency of the generated image with the prompt.
For each testing sample, we provide the source image, the
editing prompt and the edited image of each method to 50
participants from different backgrounds. The participants
are asked to rate the generated image from 1 to 5, from the
worst to the best. The average ratings are shown in Tab. 3.
Our method achieves very competitive quality score and the
best consistency score with large margin, showing its great
discriminative and generative capabilities.

6. Conclusion

We introduce the novel task of Referring Image Edit-
ing (RIE), extending the capabilities of referring expression
processing with generative abilities. We build RefCOCO-
Edit, a dataset to support RIE research, containing images,
text prompts, target masks, and reference edited images. To
tackle the challenges of RIE, we propose ReferDiffusion, a
novel framework that effectively combines diffusion models
with text prompts. Our experiments demonstrate that Refer-
Diffusion outperformes general image-to-image models and
existing instruction-based methods, highlighting its effec-
tiveness in handling this complex task. RIE offers promis-
ing applications in user-friendly and natural image editing,
where models can intelligently locate target objects and per-
form precise edits based on text instructions.
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