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Abstract

Open-vocabulary object detection (OvOD) has trans-
formed detection into a language-guided task, empower-
ing users to freely define their class vocabularies of interest
during inference. However, our initial investigation indi-
cates that existing OvOD detectors exhibit significant vari-
ability when dealing with vocabularies across various se-
mantic granularities, posing a concern for real-world de-
ployment. To this end, we introduce Semantic Hierarchy
Nexus (SHiNe), a novel classifier that uses semantic knowl-
edge from class hierarchies. It runs offline in three steps:
i) it retrieves relevant super-/sub-categories from a hierar-
chy for each target class; ii) it integrates these categories
into hierarchy-aware sentences; iii) it fuses these sentence
embeddings to generate the nexus classifier vector. Our
evaluation on various detection benchmarks demonstrates
that SHiNe enhances robustness across diverse vocabu-
lary granularities, achieving up to +31.9% mAP50 with
ground truth hierarchies, while retaining improvements us-
ing hierarchies generated by large language models. More-
over, when applied to open-vocabulary classification on
ImageNet-1k, SHiNe improves the CLIP zero-shot baseline
by +2.8% accuracy. SHiNe is training-free and can be
seamlessly integrated with any off-the-shelf OvOD detector,
without incurring additional computational overhead dur-
ing inference. The code is open source.

A complicated series of connections between different things.

Definition of Nexus, Oxford Dictionary
1. Introduction
Open-vocabulary object detection (OvOD) [18, 59, 65,
73] transforms the object detection task into a language-
guided matching problem between visual regions and class
names. Leveraging weak supervisory signals and a pre-
aligned vision-language space from Vision-Language Mod-
els (VLMs) [22, 42], OvOD methods [18, 29, 65, 72, 73] ex-
tend the ability of models to localize and categorize objects
beyond the trained categories. Under the OvOD paradigm,
target object classes are described using text prompts like
"a {Class Name}", rather than class indices. By alter-

*Correspondence to: mingxuan.liu@unitn.it

Finest
User A

User B

User C

User E

User D

User F
CoarsestmAP50(%) 40

50
60
70
80
90

Baseline SHiNe (Ours)

500 CoIs

317 CoIs

184 CoIs

5 CoIs

18 CoIs

61 CoIs

Standard CoI Name Classifier SemanEc Hierarchy Nexus Classifier (Ours)

Ba
ll

Ca
r

Ba
t

H
el

m
et

Tr
ee

… Pe
rs

on
G

la
ss

es

Off-the-shelf Open-vocabulary Object Detector

Super-categories

Sub-categories

Figure 1. (Top) Classifier comparison for open-vocabulary ob-
ject detectors: (Left) standard methods use solely class names in
the vocabulary specified by the user to extract text embeddings;
(Right) our proposed SHiNe fuses information from super-/sub-
categories into nexus points to generate hierarchy-aware represen-
tations. (Bottom) Open-vocabulary detection performance at dif-
ferent levels of vocabulary granularity specified by users: A stan-
dard Baseline under-performs and presents significant variability;
SHiNe allows for improved and more uniform performance across
various vocabularies. Results are on the iNatLoc [6] dataset.

ing the "{Class Name}", OvOD methods enable users to
freely define their own Classes of Interest (CoIs) using nat-
ural language. This allows new classes of interest to be de-
tected without the need for model re-training.

Yet, recent studies for open-vocabulary classifica-
tion [14, 38, 40] highlight a key challenge: open-vocabulary
methods are sensitive to the choice of vocabulary. For in-
stance, Parashar et al. [40] enhanced CLIP’s zero-shot per-
formance by substituting scientific CoI names, like "Rosa",
with common English names, such as "Rose". Recent
OvOD models have improved performance by better align-
ing object features with the VLM semantic space [26, 60].
However, a pivotal question remains: Are off-the-shelf

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

16634



OvOD detectors truly capable of handling an open vocabu-
lary across various semantic granularities?

In practical scenarios, Classes of Interest (CoIs) are in
the eyes of the beholder. For example, consider a region
crop of a "Dog": one user may be interested in the specific
breed (e.g., "Labrador"), while another might only be
concerned about whether it is an "Animal". Thus, the CoI
is defined at varying levels of semantic granularity. Ideally,
since these CoIs refer to the same visual region, the perfor-
mance of an OvOD detector should be consistent across dif-
ferent granularities. However, our initial experiments (illus-
trated in Fig. 1) reveal that the performance of an OvOD de-
tector [72] (see Baseline) fluctuates based on the vocabulary
granularity. This inconsistency in performance across gran-
ularities presents a significant concern for deploying off-
the-shelf OvOD models in real-world contexts, especially
in safety-critical [25] areas like autonomous driving [34].

Although the same physical object, a "Labrador",
can be classified at varying levels of granularity, the in-
herent fact that a "Labrador is a dog, which is an

animal" remains constant. This knowledge is readily
available from a semantic hierarchy. Guided by this ratio-
nale, we aim to enhance the robustness of existing OvOD
detectors to vocabularies specified at any granularity by
leveraging knowledge inherent in semantic hierarchies. Re-
cent research in open-vocabulary classification [14, 38] has
explored using super-/sub-categories of CoIs from hierar-
chies to improve accuracy. However, these methods in-
volve searching through sub-categories or both super-/sub-
categories at inference time, leading to additional computa-
tional overhead and limiting their use in detection tasks.

We introduce the Semantic Hierarchy Nexus (SHiNe),
a novel classifier designed to enhance the robustness of
OvOD to diverse vocabulary granularities. SHiNe is
training-free, and ensures that the inference procedure
is linear in complexity relative to the number of CoIs.
SHiNe first retrieves relevant super(abstract)-/sub(specific)-
categories from a semantic hierarchy for each CoI in a vo-
cabulary. It then uses an Is-A connector to integrate these
categories into hierarchy-aware sentences, while explicitly
modeling their internal relationships. Lastly, it fuses these
text embeddings into a vector, termed nexus, using an aggre-
gator (e.g., the mean operation) to form a classifier weight
for the target CoI. SHiNe can be directly integrated with
any off-the-shelf VLM-based OvOD detector. As shown in
Fig. 1, SHiNe consistently improves performance across a
range of CoI vocabulary granularities, while narrowing per-
formance gaps at different granularities.

We evaluate SHiNe on various detection datasets [6, 10],
that cover a broad range of label vocabulary granularities.
This includes scenarios with readily available hierarchies
and cases without them. In the latter, we utilize large
language models [39] to generate a synthetic [38] three-

level hierarchy for SHiNe. Our results demonstrate that
SHiNe significantly and consistently improves the perfor-
mance and robustness of baseline detectors, and showcase
its generalizability to other off-the-shelf OvOD detectors.
Additionally, we extend SHiNe to open-vocabulary classifi-
cation and further validate its effectiveness by comparing it
with two state-of-the-art methods [14, 38] on the ImageNet-
1k [7] dataset. The key contributions of this work are:
• We show that the performance of existing OvOD detec-

tors varies across vocabulary granularities. This high-
lights the need for enhanced robustness to arbitrary gran-
ularities, especially for real-world applications.

• We introduce SHiNe, a novel classifier that improves
the robustness of OvOD models to various vocabulary
granularities using semantic knowledge from hierarchies.
SHiNe is training-free and compatible with existing and
generated hierarchies. It can be seamlessly integrated into
any OvOD detector without computational overhead.

• We demonstrate that SHiNe consistently enhances the
performance of OvOD detectors across various vocabu-
lary granularities on iNatLoc [6] and FSOD [10], with
gains of up to +31.9 points in mAP50. On open-
vocabulary classification, SHiNe improves the CLIP [42]
zero-shot baseline by up to +2.8% on ImageNet-1k [7].

2. Related Work

Open-vocabulary object detection (OvOD) [59, 73] is
rapidly gaining traction due to its practical significance,
allowing users to freely define their Classes of Interest
(CoIs) during inference and facilitating the detection of
newly specified objects in a zero-shot way. With the aid
of weak supervisory signals, OvOD surpasses zero-shot
detectors [54] by efficiently aligning visual region fea-
tures with an embedding space that has been pre-aligned
with image and text by contrastive vision-language mod-
els (VLMs) [22, 42]. This process is approached from
either the vision or text side to bridge the gap between
region-class and image-class alignments. To this end, meth-
ods based on region-aware training [61, 63–65], pseudo-
labeling [1, 12, 68, 72], knowledge distillation [9, 18, 60],
and transfer learning [26, 36, 67] are explored. In our study,
we apply our method to pre-trained region-text aligned
OvOD detectors, improving their performance and robust-
ness to vocabularies of diverse granularities. Our method
shares conceptual similarities with the work of Kaul et
al. [23], where they develop a multi-modal classifier that
merges a text-based classifier enriched with descriptors [35]
from GPT-3 [4] and a vision classifier grounded in image
exemplars. This classifier is then used to train an OvOD
detector [72] with an extra learnable bias. In contrast, our
proposed SHiNe is training-free, enabling effortless inte-
gration with any OvOD detector.
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Prompt engineering [17] has been extensively studied as
a technique to enhance VLMs [22, 42, 66]. Prompt enrich-
ment methods [35, 40, 41, 45, 62] have focused on aug-
menting frozen VLM text classifiers by incorporating addi-
tional class descriptions sourced from large language mod-
els (LLMs) [4]. In contrast, our work explores the acquisi-
tion of useful semantic knowledge from a hierarchy. Prompt
tuning methods [24, 43, 52, 57, 69, 70] introduced learn-
able token vectors into text prompts, which are fine-tuned
on downstream tasks. In contrast, our proposed method
is training-free. Our work is mostly related to two re-
cent methods, CHiLS [38] and H-CLIP [14], that improve
CLIP’s [42] zero-shot classification performance by rely-
ing on a semantic hierarchy. CHiLS searches for higher
logit score matches within the sub-categories, using the max
score found to update the initial prediction. H-CLIP runs
a combinatorial search over related super-/sub-categories
prompt combinations for higher logit scores. However, both
approaches incur additional computational overhead due to
their search-on-the-fly mechanism during inference, con-
straining their use to classification tasks. In contrast, SHiNe
operates offline and adds no overhead at inference, making
it applicable to both classification and detection tasks.
Semantic hierarchy [6, 11, 55, 56] is a tree-like taxon-
omy [58] or a directed acyclic graph [47] that structures
semantic concepts following an asymmetric and transitive
“Is-A” relation [53]. Previous works have used such hierar-
chies to benefit various vision tasks [2, 3, 8, 13, 16, 37, 46].
Cole et al. [6] introduce the extensive iNatLoc dataset with
a six-level hierarchy to enhance weakly supervised object
localization, showing that appropriate label granularity can
improve model training. Shin et al. [51] and Hamamci et
al. [20] develop hierarchical architectures that incorporate
multiple levels of a label hierarchy for training, enhancing
multi-label object detection in remote sensing and dental X-
ray images, respectively. Our work distinguishes itself from
previous studies in two key ways: i) We focus on multi-
modal models; ii) We improve OvOD detectors using label
hierarchies as an external knowledge base, without requir-
ing hierarchical annotations or any training. Furthermore,
SHiNe does not rely on a ground-truth hierarchy and can
work with an LLM-generated [39] hierarchy.

3. Method
Our objective is to improve the robustness of off-the-shelf
open-vocabulary object detectors to diverse user-defined
Classes of Interest (CoIs) with varying levels of seman-
tic granularity. We first provide an introduction of open-
vocabulary object detection (OvOD). Sec. 3.1 introduces
our method of developing the Semantic Hierarchy Nexus
(SHiNe) based classifier for OvOD detectors to improve
their vocabulary granularity robustness. Once established,
the SHiNe classifier can be directly integrated with existing

trained OvOD detectors and transferred to novel datasets in
a zero-shot manner as discussed in Sec. 3.2.
Problem formulation. The objective of open-vocabulary
object detection is to localize and classify novel object
classes freely specified by the user within an image, with-
out any retraining, in a zero-shot manner. Given an input
image I ∈ R3×h×w, OvOD localizes all foreground ob-
jects and classifies them by estimating a set of bounding
box coordinates and class label pairs {bm, cm}Mm=1, with
bm ∈ R4 and cm ∈ Ctest, where Ctest is the vocabulary set
defined by the user at test time. To attain open-vocabulary
capabilities, OvOD [31, 72, 73] uses a box-labeled dataset
Ddet with a limited vocabulary Cdet and an auxiliary dataset
Dweak as weak supervisory signals. Dweak features fewer
detailed image-class or image-caption annotation pairs, yet
it encompasses a broad vocabulary Cweak (e.g., ImageNet-
21k [7]), significantly expanding the detection lexicon.
Open-vocabulary detector. Predominant OvOD detectors,
such as Detic [72] and VLDet [31], follow a two-stage
pipeline. First, given an image, a learned region proposal
network (RPN) yields a bag of M region proposals by
{zm}Mm=1 = ΦRPN(I), where zm ∈ RD is a D-dimensional
region-of-interest (RoI) feature embedding. Then, for each
proposed region, a learned bounding box regressor predicts
the location coordinates by b̂m = ΦREG(zm). An open-
vocabulary classifier estimates a set of classification scores
sm(c, zm) = ⟨wc, zm⟩ for each class, where wc is a vec-
tor in the classifier W ∈ R|Ctest| and ⟨·, ·⟩ is the cosine
similarity function. W is the frozen text classifier, created
by using a VLM text encoder (e.g., CLIP [42]) to encode
the names of CoIs in Ctest specified by the user. The CoI
that yields the highest score is assigned as the classification
result. During training, OvOD detectors learn all model pa-
rameters except for the frozen text classifier. This allows
them to achieve region-class alignment by leveraging the
vision-language semantic space pre-aligned by VLMs for
the open-vocabulary capability. Our work aims to improve
existing pre-trained OvOD detectors, so we omit further de-
tails, and refer the reader to dedicated surveys [59, 73].

3.1. SHiNe: Semantic Hierarchy Nexus

Here, we describe SHiNe, our proposed semantic hierar-
chy nexus-based classifier for improving OvOD. As illus-
trated in Fig. 2(top), for each target CoI c ∈ Ctest (e.g.,
"Bat") in the user-defined vocabulary, we construct a nexus
point nc ∈ RD by incorporating information from related
super-/sub-categories derived from a semantic hierarchy H.
SHiNe is training-free. Upon constructing the nexus points
for the entire vocabulary offline, the nexus-based classifier
N is directly applied to an off-the-shelf OvOD detector for
inference. This replaces the conventional CoI name-based
classifier W with our hierarchy-aware SHiNe classifier.
This enables the classification score sm(c, zm) = ⟨nc, zm⟩
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Figure 2. Overview of our method. (Top) SHiNe constructs the semantic hierarchy nexus classifier in three steps offline: (1) For each target
class (e.g., "Bat" in green) in the given vocabulary, we query the associated super-(in blue)/sub-(in pink) categories from a semantic
hierarchy. (2) These retrieved categories along with their interrelationships are integrated into a set of hierarchy-aware sentences using our
proposed Is-A connector. (3) These sentences are then encoded by a frozen VLM text encoder (e.g., CLIP [42]) and subsequently fused
using an aggregator (e.g., mean-aggregator) to form a nexus classifier vector for the target class. (Bottom): The constructed classifier is
directly applied to an off-the-shelf OvOD detector for inference, enhancing its robustness across various levels of vocabulary granularity.

to be high when the proposed region closely aligns with the
semantic hierarchy “theme” embodied by the nexus point.
This point represents the fusion of a set of hierarchy-aware
semantic sentences from specific to abstract that are relevant
to the CoI c. Next, we detail the construction process.

Querying the semantic hierarchy. To obtain related super-
/sub-categories, a semantic hierarchy H is crucial for our
approach. In this study, we investigate two types of hierar-
chies: i) dataset-specific class taxonomies [6, 7, 10], and ii)
hierarchies synthesized for the target test vocabulary using
large language models (LLM). To generate the synthetic hi-
erarchy, we follow Novack et al. [38] and query an LLM
such as ChatGPT [39] to generate super-categories (p = 3)
and sub-categories (q = 10) for each CoI c ∈ Ctest, creating
a three-level hierarchy H (see App. B for details). With the
hierarchy available, as depicted in Fig. 2(1), for each tar-
get CoI c, we retrieve all the related super-/sub-categories,
which can assist in distinguishing c from other concepts in
the vocabulary across granularities [14]. Note that we ex-
clude the root node (e.g., "entity") from this process, as
it does not help differentiate c from other categories.

Hierarchy-aware semantic sentence integration. The
collected categories contain both abstract and specific se-
mantics useful for guiding the classification process. How-
ever, methods like simple ensembling [38] or concatena-
tion [14] overlook some valuable knowledge implicitly pro-

vided by the hierarchy, namely the inherent internal rela-
tionships among concepts. Inspired by the hierarchy struc-
ture definition [53], we propose an Is-A connector to explic-
itly model these interrelationships. Specifically, for each
target CoI c, the Is-A connector integrates the retrieved cat-
egories into sentences from the lowest sub-category (more
specific) to the highest super-category (more abstract), in-
cluding the target CoI name. As depicted in Fig. 2(2),
this process yields a set of K hierarchy-aware sentences
{eck}Kk=1. Each sentence eck contains knowledge that spans
from specific to abstract, all related to the target CoI and
capturing their inherent relationships, as

A wooden baseball bat, which is a baseball

bat, which is a bat, which is a sports

equipment.

where the sub-categories, target category, and super-
categories are color-coded in red, green, and blue.

Semantic hierarchy Nexus construction. A nexus nc ∈
RD serves as a unifying embedding that fuses the hierarchy-
aware knowledge contained in the integrated sentences
{eck}Kk=1. As shown in Fig. 2(3), we employ a frozen
VLM [42] text encoder Etxt to translate the integrated sen-
tences into the region-language aligned semantic space
compatible with the downstream OvOD detector. The se-
mantic hierarchy nexus for the CoI c is then constructed by
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aggregating these individual sentence embeddings as:

nc = Aggregator
�
{Etxt (e

c
k)}Kk=1

�
(1)

where, by default, we employ a straightforward but ef-
fective mean-aggregator to compute the mean vector of
the set of sentence embeddings. The goal of the aggre-
gation process is to fuse the expressive and granularity-
robust knowledge into the nexus vector, as a “theme”, from
the encoded hierarchy-aware sentences. Inspired by text
classification techniques in Natural Language Processing
(NLP) [15, 28, 50], we also introduce an alternative aggre-
gator, where we perform SVD decomposition of the sen-
tence embeddings and replace the mean vector with the
principal eigenvector as nc. We study its effectiveness in
Sec. 4.1 and provide a detailed description in App. C.4.

3.2. Zero-shot Transfer with SHiNe

As shown in Fig. 2(bottom), once the nexus points are con-
structed for each CoI in the target vocabulary, the SHiNe
classifier N can be directly applied to the OvOD detector
for inference, assigning class names to proposed regions as:

ĉm = argmax
c∈Ctest

⟨nc, zm⟩ (2)

where zm is the m-th region embedding. Given that nc ∈
RD, it becomes evident from Eq. 2 that SHiNehas the same
computational complexity as the vanilla name-based OvOD
classifier. Let us note that SHiNe is not limited to detec-
tion, it can be adapted to open-vocabulary classification by
substituting the region embedding zm with an image one.
We validate this claim by also benchmarking on ImageNet-
1k [7]. We provide the pseudo-code and time complexity
analysis of SHiNe in App. C.2 and App. C.3, respectively.

4. Experiments

Table 1. Evaluation dataset descriptions of iNatLoc and FSOD.
Label granularity ranges from finest (F) to coarsest (C) levels.

G
ra

n iNatLoc FSOD
Level # Classes Label Example Level # Classes Label Example

C
←−

−−
−−

F 6 500 Cyprinus carpio 3 200 Watermelon5 317 Cyprinus
4 184 Cyprinidae 2 46 Fruit3 64 Cypriniformes
2 18 Actinopterygii 1 15 Food1 5 Chordata

Evaluation protocol and datasets. We primarily follow
the cross-dataset transfer evaluation (CDTE) protocol [73]
in our experiments. In this scenario, the OvOD detector
is trained on one dataset and then tested on other datasets
in a zero-shot manner. This enables a thorough evalua-
tion of model performance across diverse levels of vocab-
ulary granularity. We conduct experiments on two detec-
tion datasets: iNaturalist Localization 500 (iNatLoc) [6]

Table 2. Training signal combinations. LVIS [19] and COCO [30]
are used as strong box-level supervision. ImageNet-21k [7] (IN-
21k) and the 997-class subset (IN-L) of ImageNet-21k that over-
laps with LVIS are used as weak image-level supervision.

Notation Strong Supervision Weak Supervision

I LVIS N/A
II LVIS IN-L
III LVIS IN-21k
IV LVIS & COCO IN-21k

and Few-shot Object Detection dataset (FSOD) [10], which
have ground-truth hierarchies for evaluating object labeling
at multiple levels of granularity. iNatLoc is a fine-grained
detection dataset featuring a consistent six-level label hier-
archy based on the biological tree of life, along with bound-
ing box annotations for its validation set. FSOD is assem-
bled from OpenImages [27] and ImageNet [7], structured
with a two-level label hierarchy. For a more comprehensive
evaluation, we use FSOD’s test split and manually construct
one more hierarchy level atop its existing top level, result-
ing in a three-level label granularity for evaluation. Tab. 1
outlines the number of label hierarchy levels and the cor-
responding category counts for both datasets, accompanied
by examples to demonstrate the semantic granularity. De-
tailed dataset statistics and their hierarchies are available
in App. A. We use the mean Average Precision (mAP) at
an Intersection-over-Union (IoU) threshold of 0.5 (mAP50)
as our main evaluation metric. Additional experiments on
COCO [30] and LVIS [19] under the open-vocabulary pro-
tocol [18] are provided in App. I.

Baseline detector. In our experiments, we use the pre-
trained Detic [72] method as the baseline detector, given its
open-source code and strong performance. Detic is a two-
stage OvOD detector that relies on CenterNet2 [71] and in-
corporates a frozen text classifier generated from the CLIP
ViT-B/32 text encoder [42] using a prompt of the form:
"a {Class}". Detic uses both detection and classification
data (image-class weak supervisory signals) for training. In
our experiments, we explore and compare with Detic under
four variants of supervisory signal combinations as shown
in Tab. 2. We study a ResNet-50 [21] and a Swin-B [32]
backbone pre-trained on ImageNet-21k-P [44].

SHiNe implementation details. To directly apply our
method to the baseline OvOD detector, we use the CLIP
ViT-B/32 [42] text encoder to construct the SHiNe classifier
and directly apply it to the baseline OvOD detector, follow-
ing the pipeline described in Sec. 3.1. We use the mean-
aggregator by default. In our experiments, we employ and
study two sources for the hierarchy: the ground-truth hi-
erarchy structure provided by the dataset and a synthetic
hierarchy generated by an LLM. We use the gpt-3.5-turbo
model [39] as our LLM via its public API to produce a sim-
ple 3-level hierarchy (comprising one child and one parent
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Figure 3. Study of hierarchy-aware sentence integration methods (left) and aggregators (right) across various label granularity levels on
the iNatLoc dataset. Detic with a Swin-B backbone is used as the baseline. Darker background color indicates higher mAP50. The default
components of SHiNe are underlined. Note that the experiment in (a) omits sub-categories and the aggregation step.

level) for the given target CoI vocabulary with temperature
0.7, as outlined in Sec. 3. We detail the hierarchy generation
process in App. B and report the statistics.

4.1. Analysis of SHiNe

We first study the core components of SHiNe on the iNat-
Loc [6] using its ground-truth hierarchy. Consistent find-
ings on the FSOD [10] dataset are reported in App. D.
The Is-A connector effectively integrates hierarchy
knowledge in natural sentences. To assess the effective-
ness of our Is-A connector, we design control experiments
for constructing the OvOD classifier with a single sentence,
omitting sub-categories and the aggregation step. Specifi-
cally, for a target CoI like "Baseball bat", we retrieve
only its super-categories at each ascending hierarchy level.
We then explore three ways to integrate the CoI with its as-
cending super-categories in natural language and create the
classifier vector as follows:
• Ensemble (Ens): {"baseball bat", "bat", "sports
equipment"}

• Concatenate (Concat): "A baseball bat bat

sports equipment"

• Is-A (Ours): "A baseball bat, which is a bat,

which is a sports equipment"

where the super-categories are colored in blue. For Con-
cat and Is-A, we create the classifier vector for the target
CoI by encoding the single sentence with the CLIP text en-
coder. For the Ens method, we use the average embedding
of the ensembled names as: 1

3 (Etxt("baseball bat") +
Etxt("bat") + Etxt("sports equipment")). Next, we
conduct control experiments to evaluate the three integra-
tion methods as well as the standard CoI name-based base-
line methods. As shown in Fig. 3(a), except for the top lev-
els where all methods degrade to the standard baseline (no
super-category nodes), all methods outperform the baseline
across all granularity levels by directing the model’s fo-

cus towards more abstract concepts via the included super-
categories. Among the methods compared, our Is-A con-
nector excels across all granularity levels, boosting the
baseline mAP50 by up to +39.4 points (see last row and
second column in Fig. 3(a-L5)). This underscores the ef-
fectiveness of our Is-A connector, which integrates related
semantic concepts into sentences and explicitly models their
relationships, yielding hierarchy-aware embeddings.
A simple mean-aggregator is sufficient for semantic
branch fusion. We explored two aggregation methods:
mean-aggregator (M-Agg) and principal eigenvector aggre-
gator (PE-Agg). Note that in this experiment, all methods
use the proposed Is-A connector to create a set of hierarchy-
aware sentences to aggregate, ranging from each retrieved
sub-category to the super-categories, as elaborated in Sec. 3.
As Fig. 3(b) shows, both methods improve performance
over the baseline across various models and label granular-
ities. Note that these aggregators revert to the simple Is-A
method at the leaf level where no sub-categories are avail-
able for aggregation. The benefits of aggregation methods
are more pronounced with coarser granularity, significantly
outperforming the baseline and the Is-A method, with gains
up to +9.8 on iNatLoc (see third row and second column in
Fig. 3(b-L1). Notably, M-Agg generally outperforms PE-
Agg despite its simplicity, making it the default choice for
SHiNe in the subsequent experiments. Nonetheless, we aim
to highlight the effectiveness of PE-Agg: to the best of our
knowledge, this is the first study using the principal eigen-
vector as a classifier vector in vision-language models.

4.2. SHiNe on Open-vocabulary Detection

SHiNe operates with different hierarchies. In this sec-
tion, we broaden our investigation to assess the effective-
ness and the robustness of SHiNe with different semantic
hierarchy sources. Tab. 3 shows the comparative analy-
sis across various levels of label granularity between the
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Table 3. Detection performance across varying label granularity levels, ranging from finest (F) to coarsest (C), on iNatLoc (upper) and
FSOD (lower) datasets. SHiNe is directly applied to the baseline detector (BL) [72] with ground-truth (GT-H) and LLM-generated (LLM-
H) hierarchies. ResNet-50 [21] (left) and Swin-B [32] (right) backbones [32] are compared. Four types of supervisory signal combinations
are investigated. Note (†): At the L1-/L6-level of GT-H, no super-/sub-categories categories are used, respectively. mAP50 (%) is reported.

ResNet-50 Backbone Swin-B Backbone

I - LVIS II - LVIS + IN-L III - LVIS + IN-21k IV - LVIS & COCO + IN-21k

Se
t

G
ra

n
L

ev
el

BL
SHiNe SHiNe

BL
SHiNe SHiNe

BL
SHiNe SHiNe

BL
SHiNe SHiNe

(GT-H) (LLM-H) (GT-H) (LLM-H) (GT-H) (LLM-H) (GT-H) (LLM-H)

iN
at

L
oc

(C
←−

−−
−−

−−
F) L6† 32.0 48.4(+16.4) 52.8(+20.8) 35.2 57.1(+21.9) 58.3(+23.1) 58.6 86.3(+27.7) 84.5(+25.9) 60.2 86.4(+26.2) 82.7(+22.5)

L5 28.2 49.4(+21.2) 41.1(+12.9) 30.3 59.0(+28.7) 46.6(+16.3) 54.9 86.8(+31.9) 76.3(+21.4) 57.5 86.3(+28.8) 76.1(+18.6)
L4 40.1 51.5(+11.4) 50.4(+10.3) 43.4 61.4(+18.0) 57.5(+14.1) 73.1 87.7(+14.6) 84.0(+10.9) 74.9 86.2(+11.3) 83.4(+8.5)
L3 38.8 56.5(+17.7) 57.2(+18.4) 41.6 65.3(+23.7) 61.7(+20.1) 63.8 86.9(+23.1) 83.6(+19.8) 67.2 84.3(+17.1) 81.7(+14.5)
L2 34.4 45.0(+10.6) 43.9(+9.5) 39.3 53.7(+14.4) 50.5(+11.2) 65.3 78.1(+12.8) 77.2(+11.9) 67.2 73.8(+6.6) 74.5(+7.3)
L1† 31.6 33.6(+2.0) 33.5(+1.9) 32.5 43.3(+10.8) 36.9(+4.4) 65.4 70.3(+4.9) 63.8(-1.6) 64.4 64.9(+0.5) 62.1(-2.3)

FS
O

D
(C

←
F) L3† 49.7 52.1(+2.4) 52.2(+2.5) 51.9 53.6(+1.7) 53.7(+1.8) 66.0 66.7(+0.7) 66.3(+0.3) 65.6 66.4(+0.8) 66.4(+0.8)

L2 28.2 39.9(+11.7) 30.9(+2.7) 27.8 39.8(+12.0) 29.8(+2.0) 38.4 51.4(+13.0) 40.3(+1.9) 39.4 52.4(+13.0) 41.5(+2.1)
L1† 16.0 34.3(+18.3) 22.0(+6.0) 16.5 31.4(+14.9) 21.0(+4.5) 24.7 42.2(+17.5) 30.2(+5.5) 25.0 42.5(+17.5) 29.6(+4.6)

Table 4. Comparison with CoDet [33] and VLDet (VLD) [29]
on iNatLoc and FSOD. SHiNe is applied to the baseline methods,
respectively. All methods employ Swin-B [32] as backbone. Box-
annotated LVIS [19] and image-caption-annotated CC3M [49] are
used as supervisory signals. mAP50 (%) is reported.

Se
t

L
ev

el CoDet SHiNe SHiNe VLD SHiNe SHiNe
(GT-H) (LLM-H) (GT-H) (LLM-H)

iN
at

L
oc

L6 48.7 80.1(+31.4) 75.1(+26.4) 81.7 84.0(+2.3) 83.8(+2.1)
L5 43.2 80.9(+37.7) 63.1(+19.9) 83.7 84.7(+1.0) 82.1(-1.6)
L4 64.0 80.5(+16.5) 73.8(+9.8) 82.1 84.5(+2.4) 85.8(+3.7)
L3 56.1 79.3(+23.2) 76.7(+20.6) 77.7 83.9(+6.2) 83.3(+5.6)
L2 61.3 65.3(+4.0) 66.0(+4.7) 71.2 75.2(+4.0) 77.2(+6.0)
L1 52.3 54.9(+2.6) 50.4(-1.9) 66.1 66.7(+0.6) 71.2(+5.1)

FS
O

D L3 60.5 62.5(+2.0) 61.6(+1.1) 60.5 63.7(+3.2) 63.3(+2.8)
L2 33.5 48.5(+15.0) 36.6(+3.1) 33.9 49.2(+15.3) 37.4(+3.5)
L1 19.9 39.7(+19.8) 25.4(+5.5) 20.8 41.6(+20.8) 26.2(+5.4)

baseline OvOD detector and our method, using either the
ground-truth hierarchy or the LLM-generated hierarchy as
proxies. We observe that our approach consistently sur-
passes the baseline by a large margin across all granular-
ity levels on both datasets—and this holds true whether
we employ the ground-truth or LLM-generated hierarchy.
Averaged across all models and granularity levels on iNat-
Loc, our method yields an improvement of +16.8 points us-
ing the ground-truth hierarchy and +13.4 points with the
LLM-generated hierarchy. For the FSOD dataset, we ob-
serve gains of +10.3 and +2.9 points, respectively. Al-
though the performance gains are smaller with the LLM-
generated hierarchy, they nonetheless signify a clear en-
hancement over the baseline across label granularities on
all examined datasets. This shows that SHiNe is not reliant
on ground-truth hierarchies. Even when applied to noisy,
synthetic hierarchies, it yields substantial performance im-
provements. Additional results are in App. F and App. G.

SHiNe operates with other OvOD detectors. To eval-

uate SHiNe’s generalizability, we apply SHiNe to addi-
tional OvOD detectors: CoDet [33] and VLDet (VLD) [29].
The evaluation results showcased in Tab. 4 affirm that
SHiNe consistently improves the performance of CoDet and
VLDet significantly across different granularities on both
datasets, with both hierarchies. Further, we assess SHiNe
on another DETR-style [5] detector, CORA [61], in App. H.
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Figure 4. Analysis of OvOD detection performance under noisy
mis-specified label vocabularies on iNatLoc (left) and FSOD
(right) datasets. We assess the detection performance of both the
baseline detector (in grey) and our method (in green) under var-
ied supervision signals, contrasting results between the original
( □) and the expanded mis-specified (⃝) vocabularies. SHiNe
employs the LLM-generated hierarchy for both vocabularies. We
report mAP50, highlighting the performance drop (∆).

SHiNe is resilient to mis-specified vocabularies. In real-
world applications, an authentic open vocabulary text clas-
sifier may be constructed using a vocabulary comprising a
wide array of CoIs, even though only a subset of those spec-
ified classes appear in the test data. We define these as mis-
specified vocabularies. Studying resilience in this challeng-
ing scenario is essential for practical applications. To this
end, we gathered 500 class names from OpenImages [27]
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Table 5. ImageNet-1k [7] zero-shot classification. We compare
with two state-of-the-art hierarchy-based methods under WordNet
(WDN) and LLM-generated hierarchies. Vanilla CLIP [42] serves
as the baseline. We report top-1 accuracy, and FPS measured on
the same NVIDIA RTX 2070 GPU with a batch size 1 and aver-
aged over 10 runs. †: For fair comparison, we reproduce H-CLIP’s
results without its uncertainty estimation step and its refined Word-
Net hierarchy. In the original H-CLIP paper, a top-1 accuracy of
67.78% on ImageNet-1k was achieved using ViT-B/16 encoders.

ViT-B/32 ViT-B/16 ViT-L/14
Acc(%) FPS Acc(%) FPS Acc(%) FPS

CLIP 58.9 150 63.9 152 72.0 81

W
D

N H-CLIP† 58.7(-0.2) 3 63.8(-0.1) 3 70.6(-1.4) 2
CHiLS 59.6(+0.7) 27 64.6(+0.7) 28 72.1(+0.1) 23
SHiNe 60.3(+1.4) 142 65.5(+1.6) 150 73.1(+1.1) 81

L
L

M

H-CLIP 55.8(-3.1) 2 60.1(-3.8) 2 66.9(-5.1) 1
CHiLS 61.1(+2.2) 26 66.1(+2.2) 27 73.4(+1.4) 23
SHiNe 61.6(+2.7) 141 66.7(+2.8) 149 73.6(+1.6) 81

and 1203 from LVIS [19], resulting in 1466 unique classes
after deduplication. These are added as “noisy” CoIs to
the iNatLoc and FSOD leaf label vocabularies, creating ex-
panded sets with 1966 and 1570 CoIs, respectively. Us-
ing ChatGPT, SHiNe generates simple 3-level hierarchies
for each class in these expanded vocabularies. As shown
in Fig. 4, mis-specified vocabularies cause a decrease in
baseline detector performance, dropping an average of -4.1
points on iNatLoc and -4.2 points on FSOD. However, in-
terestingly, SHiNe not only continues to offer performance
gains over the baseline detector but also mitigates the per-
formance drop to -1.4 on iNatLoc and -3.3 on FSOD, re-
spectively. This suggests that SHiNe not only improves the
robustness but also enhances the resilience of the baseline
detector when confronted with a mis-specified vocabulary.

4.3. SHiNe on Open-vocabulary Classification

In this section, we adapt SHiNe to open-vocabulary clas-
sification, by simply substituting the region embedding in
Eq. 2 with an image embedding from the CLIP image en-
coder [42]. We evaluate it on the zero-shot transfer classifi-
cation task using the well-established ImageNet-1k bench-
mark [7]. We compare SHiNe with two state-of-the-art
hierarchy-based methods: CHiLS [38] and H-CLIP [14],
which are specifically designed for classification.
ImageNet-1k Benchmark. In Tab. 5, we compare methods
on ImageNet in terms of accuracy and frames-per-second
(FPS). We observe that our approach consistently outper-
forms related methods. Comparing to the baseline that
only uses class names, SHiNe improves its performance by
an average of +1.2% and +2.4% across different model
sizes using WordNet and LLM-generated hierarchies, re-
spectively. Note that both CHiLS and H-CLIP introduce
significant computational overheads due to their search-on-
the-fly mechanism, resulting in a considerable decrease in
inference speed. Consequently, this limits their scalability

Table 6. BREEDS-structured [48] ImageNet-1k zero-shot classi-
fication (with varying granularity). All methods use the BREED
hierarchy and use CLIP ViT-B/16. Top-1 accuracy (%) reported.

Level # Classes CLIP H-CLIP [14] CHiLS [38] SHiNe

L1 10 56.2 67.9 (+11.7) 73.8 (+17.6) 50.4(-5.8)
L2 29 56.8 69.3 (+12.5) 67.2 (+10.4) 60.9(+4.1)
L3 128 43.3 62.4 (+19.1) 62.2 (+18.9) 54.7(+11.4)
L4 466 55.2 69.6 (+14.4) 70.1 (+14.9) 70.3(+15.1)
L5 591 62.4 65.9 (+3.5) 64.5 (+2.1) 69.1(+6.7)
L6 98 73.1 75.4 (+2.3) 73.5 (+0.4) 78.9(+5.8)

to detection tasks that necessitate per-region proposal infer-
ence for each image. For example, when processing detec-
tion results for one image with 300 region proposals, the
overhead caused by CHiLS and H-CLIP would increase by
≈300×. In contrast, SHiNe maintains the same inference
speed as the baseline, preserving its scalability.
BREEDS ImageNet Benchmark. Next, we analyze dif-
ferent granularity levels within ImageNet as organized by
BREEDS [48]. In Tab. 6, we observe that CHiLS and H-
CLIP surpass SHiNe at coarser granularity levels (L1 to
L3). This is largely attributed to the BREEDS-modified
hierarchy, where specific sub-classes in the hierarchy pre-
cisely correspond to the objects present in the test data. Yet,
our method yields more substantial performance improve-
ments at finer granularity levels (L4 to L6). Overall, the per-
formance gains exhibited by all three methods underscore
the benefits of using hierarchy information for improving
open-vocabulary performance across granularities.

5. Conclusion

Given the importance of the vocabulary in open-vocabulary
object detection, the robustness to varying granularities be-
comes critical for off-the-shelf deployment of OvOD mod-
els. Our preliminary investigations uncovered notable per-
formance variability in existing OvOD detectors across dif-
ferent vocabulary granularities. To address this, we in-
troduced SHiNe, a novel method that utilizes semantic
knowledge from hierarchies to build nexus-based classifiers.
SHiNe is training-free and can be seamlessly integrated
with any OvOD detector, maintaining linear complexity rel-
ative to the number of classes. We show that SHiNe yields
consistent improvements over baseline detectors across
granularities with ground truth and LLM-generated hierar-
chies. We also extend SHiNe to open-vocabulary classifica-
tion and achieve notable gains on ImageNet-1k [7].
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