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Abstract

Denoising diffusion probabilistic models (DDPMs) for
image inpainting aim to add the noise to the texture of the
image during the forward process and recover the masked
regions with the unmasked ones of the texture via the reverse
denoising process. Despite the meaningful semantics gen-
eration, the existing arts suffer from the semantic discrep-
ancy between the masked and unmasked regions, since the
semantically dense unmasked texture fails to be completely
degraded while the masked regions turn to the pure noise in
diffusion process, leading to the large discrepancy between
them. In this paper, we aim to answer how the unmasked se-
mantics guide the texture denoising process; together with
how to tackle the semantic discrepancy, to facilitate the con-
sistent and meaningful semantics generation. To this end,
we propose a novel structure-guided diffusion model for
image inpainting named StrDiffusion, to reformulate the
conventional texture denoising process under the structure
guidance to derive a simplified denoising objective for im-
age inpainting, while revealing: 1) the semantically sparse
structure is beneficial to tackle the semantic discrepancy in
the early stage, while the dense texture generates the rea-
sonable semantics in the late stage; 2) the semantics from
the unmasked regions essentially offer the time-dependent
structure guidance for the texture denoising process, ben-
efiting from the time-dependent sparsity of the structure
semantics. For the denoising process, a structure-guided
neural network is trained to estimate the simplified denois-
ing objective by exploiting the consistency of the denoised
structure between masked and unmasked regions. Besides,
we devise an adaptive resampling strategy as a formal crite-
rion as whether the structure is competent to guide the tex-
ture denoising process, while regulate their semantic corre-
lations. Extensive experiments validate the merits of StrDif-
fusion over the state-of-the-arts. Our code is available at
https://github.com/htyjers/StrDiffusion.

*Yang Wang is the corresponding author.
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Figure 1. Existing arts, e.g., IR-SDE [23] (a), suffer from the se-
mantic discrepancy (⃝) between the masked and unmasked re-
gions despite of the meaningful semantics for the masked regions
during the denoising process. Our StrDiffusion (b) tackles the se-
mantic discrepancy issue via the guidance of the auxiliary sparse
structure, yielding the consistent and meaningful denoised results.
The experiments are conducted on PSV [6].

1. Introduction

Recently, image inpainting has supported a wide range
of applications, e.g., photo restoration and image edit-
ing, which aims to recover the masked regions of an im-
age with the semantic information of unmasked regions,
where the principle mainly covers two aspects: the rea-
sonable semantics for the masked regions and their seman-
tic consistency with the unmasked regions. The prior work
mainly involves the diffusion-based [2, 8] and patch-based
[1, 4, 10] scheme, which tends to inpaint the small mask
or repeated patterns of the image via simple color informa-
tion, while fails to handle irregular or complicated masks.
To address such issue, substantial attention [15, 17, 31, 36]
has shifted to the convolutional neural networks (CNNs),
which devote themselves to encoding the local semantics

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
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Figure 2. Illustration of the motivating experiments about whether the sparse structure is beneficial to alleviating the discrepancy issue
during the denoising process for image inpainting. Apart from the dense texture for IR-SDE [23] (a), the unmasked semantics combined
with the Gaussian noise is further set as the sparse structure, e.g., the grayscale map (b) and edge map (c). Our StrDiffusion (d) can
tackle the semantic discrepancy via the progressively sparse structure. The shadow area indicates the discrepancy between the masked and
unmasked regions during the denoising process. The PSNR (higher is better) reflects the recovered semantics for the masked (unmasked)
regions compared to the completed image (i.e., ground truth) by calculating the semantic similarity between them. The inpainted results
are obtained by combining the masked regions of denoised results with the original masked images.

around the masked regions, while ignore the global infor-
mation from the unmasked regions, incurring that the re-
gions far away from the mask boundary remain burry. Re-
cently, self-attention mechanism [5, 14, 16, 32, 35] is pro-
posed to globally associate the masked regions with un-
masked ones in the form of the segmented image patches,
enhancing the semantic consistency between them. How-
ever, such strategies suffer from poor semantic correla-
tion between the varied patches inside the masked regions.
To this end, the semantically sparse structure is exploited
[3, 7, 9, 13, 18, 20, 27, 28, 33, 34] to strength their correla-
tions, which, however, implies the heavy reliance on the se-
mantic consistency between the structure and texture, hence
inevitably bears the artifact in the inpainted output.

Fortunately, the denoising diffusion probabilistic models
(DDPMs) [12, 25] have emerged as the powerful generative
models to deliver remarkable gains in the semantics gener-
ation and mode converge, hence well remedy the poor se-
mantics generation for image inpainting [22, 23, 29, 38].
Specifically, instead of focusing on the training process,
[22] proposed to adopt the pre-trained DDPMs as the prior
and develop a resampling strategy to condition the reverse
denoising process during the inference process. Further,
[23] attempted to model the diffusion process for image in-
painting by exploiting the semantics from the unmasked re-
gions, yielding an optimal reverse solution to the denois-
ing process. These methods mostly exhibit the semanti-
cally meaningful inpainted results with the advantages of
DDPMs, whereas overlook the semantic consistency be-
tween the masked and unmasked regions. The intuition is
that the semantically dense unmasked texture is degraded
into the combination of the unmasked texture and the Gaus-
sian noise, while the masked regions turn to the pure noise
during the diffusion process, leading to the large discrep-
ancy between them (see Fig.1(a) and Fig.2(a)), and moti-
vates the followings:

(1) How does the unmasked semantics guide the texture de-
noising process for image inpainting? Our motivating ex-

periments (see Fig.2) suggest that, when the unmasked
semantics combined with the noise turns to be sparser,
e.g., utilizing the grayscale or edge map of the masked
image as an alternative, the discrepancy issue is largely
alleviated, meanwhile, bears the large semantic informa-
tion loss in the inpainted results; see Fig.2(b)(c). There-
fore, the invariable semantics from the unmasked regions
over time fail to guide the texture denoising process well.

(2) Following (1), one naturally wonders how to yield the
denoised results with consistent and meaningful seman-
tics. It is apparent that the sparse structure benefits the
semantic consistency in the early stage while the dense
texture tends to generate the meaningful semantics in the
late stage during denoising process, implying a balance
between the consistent and reasonable semantics of the
denoised results. To further yield the desirable results,
we take into account the guidance of the structure as an
auxiliary over the texture denoising process; see Fig.1(b).

To answer the above questions, we propose a novel
structure-guided texture diffusion model, named StrDiffu-
sion, for image inpainting, to tackle the semantic discrep-
ancy between masked and unmasked regions, together with
the reasonable semantics for masked regions; technically,
we reformulate the conventional texture denoising process
under the guidance of the structure to derive a simplified
denoising objective for image inpainting. For the denois-
ing process, a structure-guided neural network is trained to
estimate the simplified denoising objective during the de-
noising process, which exploits the time-dependent consis-
tency of the denoised structure between the masked and
unmasked regions to mitigate the discrepancy issue. Our
StrDiffusion reveals: 1) the semantically sparse structure
encourages the consistent semantics for the denoised results
in the early stage, while the dense texture carries out the se-
mantic generation in the late stage; 2) the semantics from
the unmasked regions essentially offer the time-dependent
structure guidance to the texture denoising process, bene-
fiting from the time-dependent sparsity of the structure se-
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(a)  Structure-guided denoising process (b) Noise-Prediction Network 
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Figure 3. Illustration of the proposed StrDiffusion pipeline. Our basic idea is to tackle the semantic discrepancy between masked and
unmasked regions via the guidance of the progressively sparse structure (a), which guides the texture denoising network (b) to generate the
consistent and meaningful denoised results.

mantics. Concurrently, we remark that whether the structure
guides the texture well greatly depends on the semantic cor-
relation between them. As inspired, an adaptive resampling
strategy comes up to monitor the semantic correlation and
regulate it via the resampling iteration. Extensive experi-
ments on typical datasets validate the merits of StrDiffusion
over the state-of-the-arts.

2. Structure-Guided Texture Diffusion Models
Central to our method lies in three aspects: 1) how to
tackle the semantic discrepancy between the masked and
unmasked regions (Sec.2.2); 2) structure-guided denois-
ing network for image inpainting (Sec.2.3); and 3) more
insights on whether the structure guides the texture well
(Sec.2.4). Before shedding light on our technique, we elab-
orate the DDPMs for image inpainting.

2.1. Preliminaries: Denoising Diffusion Probabilis-
tic Models for Image Inpainting

Given a completed image Igt ∈ R3×H×W and the binary
mask M ∈ {0, 1}1×H×W (0 for masked regions, 1 for
unmasked regions), image inpainting aims to recover the
masked image Im = Igt ⊙ M towards a inpainted image.
For diffusion models, the inpainted results are obtained by
merging the masked regions of denoised results with the
original masked images. The typical DDPMs for inpainting
[23] basically involve the forward texture diffusion process
and reverse texture denoising process:
Forward Texture Diffusion Process. During the forward
diffusion process, the semantic information from unmasked
regions is utilized to guide the texture denoising process
for image inpainting. Specifically, for the diffusion process
with T timesteps, we set the initial texture state y0 = Igt
and the terminal texture state yT as the combination of the
masked image µy = Im and the Gaussian noise ε. For
any state t ∈ [0, T ], the diffusion process {yt}Tt=0 via the
mean-reverting stochastic differential equation (SDE) [26]
is defined as

dy = θt(µy − y)dt+ ηtdw, (1)

where θt and ηt are time-dependent positive parameters
that characterize the speed of the mean-reversion and the
stochastic volatility during the diffusion process, which are
constrained by η2t /θt = 2λ2 for the stationary variance
since λ is fixed as the noise level applied to yT . In particu-
lar, θt can be adjusted to construct different noise schedules
for the texture; w is a standard Wiener process [25] (known
as Brownian motion), which brings the randomness to the
differential equation.
Reverse Texture Denoising Process. To recover the com-
pleted image y0 from the terminal texture state yT , we re-
verse the diffusion process by simulating the SDE backward
in time, formulated as

dy = [θt(µy − y)− η2
t∇y log qt(y)]dt+ ηtdŵ, (2)

where ŵ is a reverse-time Wiener process and qt(y) stands
for the marginal probability density function of texture yt
at time t. The score function ∇y log pt(y) is unknown,
which can be approximated by training a conditional time-
dependent neural network ϵϕ(yt, t) [12]. Alternatively, we
find the optimal reverse texture state y∗t−1 from yt in (t−1)-
th timestep via the maximum likelihood learning, which is
achieved by minimizing the negative log-likelihood:

y∗
t−1 = arg min

yt−1

[− log q(yt−1|yt, y0)]. (3)

By solving the above objective, we have:

y∗
t−1 =

1− e−2θt−1

1− e−2θt
e−θ

′
t (yt − µy)

+
1− e−2θ

′
t

1− e−2θt
e−θt−1(y0 − µy) + µy,

(4)

where θ
′

t =
∫ t

t−1
θidi and θt =

∫ t

0
θzdz. Thus, we can

optimize ϵϕ via the following training objective:

Lt
β(ϕ) =

T∑
t=1

βtE
[
∥yt − (dyt)ϵϕ − y∗

t−1∥p
]
, (5)

where βt is positive weight; (dyt)ϵϕ denotes the reverse-
time SDE in Eq.(2) and its score is predicted via the noise
network ϵϕ(yt, t). || · ||p stands for the ℓp norm.
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Figure 4. Illustration of the diffusion process for the dense texture
(a) and sparse structure (b). In particular, the semantic sparsity of
the structure is strengthened over time.

2.2. Tackling the Semantic Discrepancy in Diffusion
Models for Image Inpainting

Based on the above, the existing diffusion models for im-
age inpainting [23] suffer from the semantic discrepancy
between the masked and unmasked regions, owing to the
dense semantics of the texture. As opposed to the texture,
the previous work [20, 34] suggests that the structure are
generally considered to be sparse, which motivates us to
tackle the discrepancy issue via the structure.

2.2.1 Structure Matters: Sparse Semantics benefits the
Semantic Consistency

To validate such intuition, we design a series of motivation
experiments over [23], where we replace the masked image
µy in the terminal texture state yT with the masked image
µx from the sparse structure, e.g., the grayscale map and
edge map. Our motivation experiments (see Fig.2) reveal
the followings:

(1) With the dense semantics, the texture performs well in
producing meaningful semantics, while suffers from the
large semantic discrepancy between the masked and un-
masked regions; see Fig.1(a) and Fig.2(a).

(2) The semantically sparse structure benefits the consistent
semantics, while incurs the semantics loss in the inpainted
results; see the grayscale and edge map version of [23] in
Fig.2(b)(c).

The above observations indicate that, unlike [23] that fixes
the texture guidance from the unmasked regions, the struc-
ture guidance from the unmasked regions varies to the tex-
ture over time; meanwhile, merely involving the semantics
of either dense texture or sparse structure fails to obtain the
desirable inpainted results, since it actually attempts to per-
form the trade-off between the consistent and meaningful
semantics. Motivated by that, we propose to exploit struc-
ture as an auxiliary, which exhibits the sparser semantics
than the texture, so as to tackle the discrepancy issue, as
remarked below.
Remark 1. Strengthening the semantic sparsity of the
structure over time. Throughout the texture diffusion pro-
cess, the semantic discrepancy between the masked and un-
masked regions progressively increases as the timestep goes

towards to a totally masked status (see Fig.4(a)). To de-
crease the semantic discrepancy, we aim to strengthen the
semantic sparsity of the structure over time, as opposed
to the texture, during diffusion process. Concretely, the
sparse grayscale map is degraded into the combination of
the sparser masked edge map and the Gaussian noise via
the noise schedule; see Fig.4(b).

Our basic idea is to tackle the semantic discrepancy is-
sue via the guidance of the structure during the denoising
process, thus simplify the texture denoising objective, i.e.,
the optimal solution (the ground truth) to the denoising pro-
cess, which is discussed in the next.

2.2.2 Optimal Solution to the Denoising Process Under
the Guidance of the Structure

As per the above observations, during the texture diffu-
sion process, the distribution of the added noise in each
timestep is disturbed by the semantic discrepancy between
the masked and unmasked regions, incurring the difficulty
to estimate such noise distribution via a noise-prediction
network during the denoising process. Instead of focusing
on texture, we exploit both structure and texture for diffu-
sion process, where the sparsity of structure alleviates the
semantic discrepancy, and the texture attempts to preserve
the meaningful semantic. Unlike the diffusion process to
simultaneously exploit structure and texture, for denoising
process, the structure firstly generates the consistent seman-
tics (xt−1) between masked and unmasked regions, which
subsequently guides the texture to generate the meaning-
ful semantics (yt−1); see Fig.3. By the assistance of struc-
ture for StrDiffusion, the texture diffusion process generates
both consistent and meaningful inpainting output.
Remark 2. Different from the typical DDPMs for inpaint-
ing [22, 23], our StrDiffusion exploits the semantic consis-
tency of the denoised structure to guide the texture denois-
ing process, yielding both consistent and meaningful de-
noised results. In particular, we view the structure as an
auxiliary to guide the texture rather than the inverse; the
reason is two-fold: 1) during the inference denoising pro-
cess, the masked regions mainly focus on the texture to be
inpainted rather than the structure; 2) the structure focuses
on the consistency between the masked and unmasked re-
gions, lacking the meaningful semantics, hence still relies
on the texture for inpainting.

Thanks to the guidance of the structure, the reverse tran-
sition for the texture in Eq.(3) can be reformulated via
Bayes’ rule as follows:

q(yt−1|yt, xt−1) =
q(yt−1|yt)q(xt−1|yt−1, yt)

q(xt−1|yt)

=
q(yt|yt−1)q(yt−1)q(xt−1|yt−1)

q(xt−1, yt)
,

(6)

where the texture yt and yt−1, together with the structure
xt−1, are actually conditioned on their initial states, i.e.,

8041



y0 and x0, during the diffusion process, hence q(yt−1) =
q(yt−1|y0) and q(xt−1, yt) = q(xt−1)q(yt|xt−1) =
q(xt−1|x0)q(yt|xt−1, y0). Eq.(6) can thus be simplified as

q(yt−1|yt, y0, xt−1, x0)

=
q(yt|yt−1)q(xt−1|yt−1)

q(yt|xt−1, y0)
× q(yt−1|y0)

q(xt−1|x0)

≈ q(yt−1|y0)
q(xt−1|x0)

,

(7)

where q(yt|yt−1) ≈ q(yt|xt−1, y0) and q(xt−1|yt−1) ≈ 1,
since the texture yt can be obtained via the conditioned aux-
iliary structure xt−1 during the diffusion process and initial
texture y0 as Remarked above. Based on Eq.(7), the op-
timal reverse state is naturally acquired by minimizing the
negative log-likelihood (see the supplementary material for
more inference details):

ỹ∗
t−1 = arg min

yt−1

[− log q(yt−1|yt, y0, xt−1, x0)]

= arg min
yt−1

[− log
q(yt−1|y0)
q(xt−1|x0)

],
(8)

where ỹ∗t−1 denotes the ideal state reversed from ỹt under
the structure guidance. To solve the above objective, we
compute its gradient and setting it to be zero:

∇ỹ∗
t−1

{− log q(ỹ∗
t−1|yt, y0, x∗

t−1, x0)} =

−∇ỹ∗
t−1

log q(ỹ∗
t−1|y0) +∇x∗

t−1
log q(x∗

t−1|x0) = 0,
(9)

where x∗
t−1 is the ideal state reversed from xt for the struc-

ture, similar in spirit to Eq.(4), given as

x∗
t−1 =

1− e−2δt−1

1− e−2δt
e−δ

′
t (xt − µx)

+
1− e−2δ

′
t

1− e−2δt
e−δt−1(x0 − µx) + µx,

(10)

where structure µx is the masked version of its initial state
x0 and δt is time-dependent parameter that characterizes the
speed of the mean-reversion. To simplify the notation, we
have δ

′

t =
∫ t

t−1
δidi, δt−1 =

∫ t−1

0
δzdz and δt = δt−1+δ

′

t.
Since Eq.(9) is linear, we can derive ỹ∗t−1 as

ỹ∗
t−1 =

(
1− e−2θt−1

1− e−2δt
e−δ

′
t

)
(xt − µx)︸ ︷︷ ︸

Consistency term for masked regions

−

(
1− e−2θt−1

1− e−2δt
e−δ

′
t

)
e−δt(x0 − µx)︸ ︷︷ ︸

Balance term for masked regions

+ e−θt−1(y0 − µy)︸ ︷︷ ︸
Semantics term for masked regions

+ µy︸︷︷︸
Unmasked regions

.

(11)

Remark 3. Eq.(11) implies that the ideal reverse state
ỹ∗t−1 focuses more on the semantic consistency based on
the semantic generation for image inpainting, to alleviate

the semantic discrepancy issues. Under the guidance of the
sparse structure, ỹ∗t−1 tends to maintain the consistency be-
tween masked and unmasked regions in the early stage of
the denoising process, while recovering the reasonable se-
mantics in the late stage. Specifically, ỹ∗t−1 is mainly com-
posed of four parts: 1) the consistency term for the struc-
ture xt − µx is utilized to form the masked regions inside
the denoised texture and keep the semantic consistency with
the unmasked regions; 2) the semantics term for the texture
y0 − µy progressively provides meaningful semantics for
masked regions as the denoising process progresses; 3) the
negative balance term x0 − µx adaptively surpasses the se-
mantic information from y0 − µy in the early stage and the
consistency information from xt−µx in the late stage; 4) the
unmasked texture µy retains the semantics of the unmasked
regions for the denoised texture. All four parts together con-
stitute the optimal solution to the structure-guided denois-
ing process in the (t − 1)-th timestep, i.e., the ground truth
to optimize the noise-prediction network, thus yielding the
denoised results with the consistent and desirable semantics
(see Fig.6), as discussed in the next section.

2.3. Structure-Guided Denoising Process: How
does the Structure Guide the Texture Denois-
ing Process?

With the above optimal solution (i.e., the ground truth) in
Eq.(11), the goal of the structure-guided denoising pro-
cess is to estimate it via a noise-prediction neural network
ϵ̃ϕ(yt, xt−1, t) under the guidance of the structure, where
ϵ̃ϕ(yt, xt−1, t) is trained to predict the mean of the noise
with the fixed variance of noise [25]. Unlike the conven-
tional texture denoising process in [23], the structure de-
noising network is pre-trained as an auxiliary to obtain the
denoised structure, e.g., xt−1 in the t-th timestep. To fulfill
the structure guidance, a multi-scale spatially adaptive nor-
malization strategy is devised to condition a time-dependent
noise network ϵ̃ϕ(yt, xt−1, t) for the texture, which deploys
the spatially adaptive normalization and denormalization
strategy [24] to incorporate the statistical information over
the feature map across varied layers; see Fig.3. Formally,
given xt−1 from a pre-trained structure denoising network,
we achieve the structure guidance by reconstructing the fea-
ture map on the k-th layer of CNNs in time-dependent noise
network ϵ̃ϕ for the texture (i.e., F t

k ∈ RCk×Hk×Wk ) as

F̃ t
k = convγ (xt−1)

F t
k − µt

k

σt
k

+ convβ (xt−1) ,

µt
k(hk, wk) =

1

Ck

Ck∑
ck=1

F t
k(hk, wk, ck),

σt
k(hk, wk) =

√√√√ 1

Ck

Ck∑
ck=1

(F t
k(hk, wk, ck)− µt

k(hk, wk))2,

hk = 1, 2, ..., Hk, wk = 1, 2, ...,Wk,
(12)

where convγ(·) and convβ(·) denote the mappings that
convert the input xt−1 to the scaling and bias values.

8042



µt
k(hk, wk) and σt

k(hk, wk) are the statistical mean and
variance of the pixels across different channels at the po-
sition (hk, wk). Based on that, we turn to optimize the
noise network ϵ̃ϕ(yt, xt−1, t) to estimate the optimal solu-
tion ỹ∗t−1 (i.e., the ground truth) to the denoising process.
To this end, the overall training objective is formulated as

Lt
β̃(ϕ) =

T∑
t=1

β̃tE[∥ yt − (dyt)ϵ̃ϕ︸ ︷︷ ︸
Denoised yt−1

−ỹ∗
t−1∥p], (13)

where β̃t is positive weight; (dyt)ϵ̃ϕ denotes the estimated
reverse noise by the noise-prediction network. By mini-
mizing Eq.(13), the inpainted results with consistent and
meaningful semantics can be generated during the structure-
guided denoising process.

2.4. More Insights on Eq.(13)
To validate the effectiveness of the guidance from the struc-
ture to the texture denoising process, we provide more in-
sights on Eq.(13) by studying the semantic correlation be-
tween the denoised texture and structure during inference.

2.4.1 Correlation Measure via a Discriminator

Apart from the semantic structure sparsity, the semantic
correlation between the structure and texture is crucial to
achieve the semantic consistency between the masked and
unmasked regions. To measure such semantic correlation,
we adopt a discriminator network D to yield the correlation
score D(yt−1, xt−1, t− 1) (abbreviated as D(yt−1, xt−1)),
where the denoised texture yt−1 and structure xt−1, to-
gether with the timestep t − 1, serve as the inputs. To this
end, we present a discriminator loss and a triplet loss to op-
timize D, as described below:
Discriminator Loss. During the denoising process, to pro-
vide the desirable guidance for the texture, the current struc-
ture xt−1 is expected to be closely correlated with the tex-
ture yt−1 in the current timestep, instead of the previous
one yt. Hence, we aim to discriminate yt−1 and yt via a
discriminator loss below:

Ldis =− Eyt−1 [log (D(yt−1, xt−1))]

− Eyt [log (1−D(yt, xt−1))] .
(14)

Triplet Loss. Since the unmasked regions almost pos-
sess much denser semantics information compared to the
masked ones during the denoising process, to well evaluate
the correlation, Eq.(14) is encouraged to focus more on the
unmasked regions, which is achieved via a triplet loss:

Ltri =max(∥D(ȳt−1, xt−1)−D(yt−1, xt−1))∥2
− ∥D(ȳt−1, xt−1)−D(yt, xt−1)∥2 + α, 0),

(15)

where ȳt−1 = yt−1 ⊙ M + yt ⊙ (1−M) is constructed
to associate the unmasked regions of yt−1 and the masked
ones of yt. α is a margin parameter and || · ||2 denotes the
ℓ2 norm.
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Figure 5. Illustration of the adaptive resampling strategy, which
adaptively regulates the semantic correlation between the denoised
texture and structure according to the score from the discriminator.

Total Loss. In summary, we finalize the total loss as

L = Ldis + λtriLtri, (16)

where λtri denotes the balance paramneter, which is em-
pirically set as 1 in our experiments. With Eq.(16) to be
minimized, D can be trained to evaluate the semantic corre-
lation, where the small score value from D indicates that the
correlation between the texture and structure is not strong,
weakening the guidance of the structure. To enhance the se-
mantic correlation, an adaptive resampling strategy comes
up, which is elaborated in the next section.

2.4.2 Adaptive Resampling Strategy

Different from the previous work [22] that directly performs
the resampling strategy without the clear measurement, we
devise an adaptive resampling strategy, which regulates the
semantic correlation between the texture (e.g., yt−1) and
structure (e.g., xt−1) according to the score value from a
discriminator in Sec.2.4.1. Specifically, when the score
value of the semantic correlation between yt−1 and xt−1 is
smaller than a specific threshold ∆ (see the supplementary
material for more intuitions), we first obtain x̃t by adding
the noise to xt−1, then receive a updated x̃t−1 by denoising
x̃t, which are described as follows:

x̃t = xt−1 + δt−1(µx − xt−1)dt+ σt−1dw,

x̃t−1 = x̃t − (dxt)ϵ̃φ .
(17)

Based on Eq.(17), x̃t−1 is utilized to generate an updated
ỹt−1 via the trained noise network ϵ̃ϕ(yt, x̃t−1, t). Follow-
ing that, we evaluate the correlation between ỹt−1 and x̃t−1

again, and repeat the above procedure; see Fig.5.

3. Experiments
3.1. Implementation Details

We experimentally evaluate StrDiffusion over three typical
datasets, including: Paris StreetView (PSV) [6] is a col-
lection of street view images in Paris, consisting of 14.9k
images for training and 100 images for validation; CelebA
[21] is the human face dataset with 30k aligned face images,
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Figure 6. Illustration of the denoised results for IR-SDE [23] (a) and StrDiffusion (b) in the varied timesteps during the denoising process.

Table 1. Comparison of quantitative results (i.e., PSNR, SSIM [30] and FID [11]) under varied mask ratios on Places2 with irregular mask
dataset. ↑: Higher is better; ↓: Lower is better; - : no results are reported. The percentage (%) represents the ratios of varied irregular
masked regions to the completed image. The best results are reported with boldface.

Metrics PSNR↑ SSIM↑ FID↓
Method Venue 10-20% 20-30% 30-40% 40-50% 10-20% 20-30% 30-40% 40-50% 10-20% 20-30% 30-40% 40-50%

RFR [15] CVPR’ 20 27.26 24.83 22.75 21.11 0.929 0.891 0.830 0.756 17.88 22.94 30.68 38.69
PENNet [35] CVPR’ 19 26.78 23.53 21.80 20.48 0.946 0.894 0.841 0.781 20.40 37.22 53.74 67.08
HiFill [32] CVPR’ 20 27.50 24.64 22.81 21.23 0.954 0.914 0.873 0.816 16.95 29.30 42.88 57.12
FAR [3] ECCV’ 22 28.36 25.48 23.60 22.18 0.942 0.903 0.861 0.818 - - - -
HAN [5] ECCV’ 22 28.93 25.44 23.06 21.38 0.957 0.903 0.839 0.762 12.01 20.15 28.85 37.63
CMT [14] ICCV’ 23 29.28 25.88 23.56 21.70 0.960 0.924 0.885 0.841 - - - -
MEDFE [13] ECCV’ 20 28.13 25.02 22.98 21.53 0.958 0.919 0.874 0.825 14.41 27.52 38.45 53.05
CTSDG [9] ICCV’ 21 28.91 25.36 22.94 21.21 0.952 0.901 0.834 0.755 15.72 27.88 42.44 57.78
ZITS [7] CVPR’ 22 28.31 25.40 23.51 22.11 0.942 0.902 0.860 0.817 - - - -
RePaint* [22] CVPR’ 22 29.16 26.02 24.01 22.11 0.967 0.933 0.915 0.862 11.16 20.62 28.49 41.16
IR-SDE [23] ICML’ 23 28.98 25.37 23.93 21.68 0.961 0.928 0.908 0.864 12.03 21.34 29.37 39.77
StrDiffusion (Ours) - 29.45 26.28 24.43 22.37 0.973 0.941 0.917 0.874 8.750 16.16 23.72 36.93

which is split into 26k training images and 4k validation im-
ages; Places2 [37] contains more than 1.8M natural images
from varied scenes. The network is trained using 256× 256
images with irregular masks [19]. The noise-prediction net-
work is constructed by removing group normalization lay-
ers and self-attention layers in the U-Net in DDPM [12] for
inference efficiency. We adopt the Adam optimizer with β1

= 0.9 and β2 = 0.99. We set the timestep T = 100 for the
diffusion model. All the experiments are implemented with
the pytorch framework and run on 4 NVIDIA 2080TI GPU.

3.2. Why can StrDiffusion Work?

In this section, the core goal is to confirm that the intuition
of StrDiffusion — the progressively sparse structure over
time is beneficial to alleviate the semantic discrepancy is-
sue between the masked and unmasked regions during the
denoising process. We conduct the experiments on PSV
and Places2 dataset. Fig.6 illustrates that, as the denois-
ing process progresses, the denoised results from IR-SDE
[23] always address the clear semantic discrepancy between
the masked and unmasked regions (see Fig.6(a)); while for
StrDiffusion, such discrepancy progressively degraded until
vanished, yielding the consistent semantics (see Fig.6(b)),
confirming our proposals in Sec.2.2.2 — the guidance of
the structure benefits the consistent semantics between the
masked and unmasked regions while the texture retains the
reasonable semantics in the inpainted results; see the sup-
plementary material for more results.

3.3. Comparison with State-of-the-arts

To validate the superiority of StrDiffusion, we compare
it with the typical inpainting models, including: RFR
[15] adopts the CNNs to encoding the local information;

DGTS [20] RePaint* [23] StrDiffusion  
(Ours)

Masked 
Image

 IR-SDE [22] Ground 
Truth

CTSDG [9]

Figure 7. Comparison of the inpainted results with the state-of-
the-arts under varied irregular masks on PSV, CelebA and Places2.
Our StrDiffusion delivers the desirable inpainted results (marked
as the red box) against others.

PENNet[35], HiFill[32], FAR[3], HAN[5] and CMT[14]
globally associate the masked regions with unmasked ones
via self-attention mechanism; MEDFE[13], CTSDG[9],
ZITS[7] and DGTS[20] focus on the guidance of the struc-
ture, while ignore the semantic consistency between the
structure and texture; RePaint[22] and IR-SDE[23] benefit
from DDPMs whereas overlook the semantic consistence.
For fair comparison, we reproduce RePaint by utilizing the
pre-trained models from IR-SDE, denoted as RePaint*. No-
tably, the inpainted results are obtained by merging the
masked regions from the denoised results with the original
masked image.
Quantitative and Qualitative analysis. The quantitative
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Figure 8. Ablation study about the the progressive sparsity for the
structure over time on the PSV dataset. The KL divergence (lower
is better) measures the distribution difference between the masked
(unmasked) regions and the completed image (i.e., ground truth).

results in Table 1 apart from the qualitative results in Fig.7
summarize our findings below: StrDiffusion enjoys a much
smaller FID score, together with larger PSNR and SSIM
than the competitors, confirming that StrDiffusion effec-
tively addresses semantic discrepancy between the masked
and unmasked regions, while yielding the reasonable se-
mantics. Notably, RePaint* and IR-SDE still remain the
large performance margins (at most 1.2% for PSNR, 1.4%
for SSIM and 10% for FID) compared to StrDiffusion, ow-
ing to the semantic discrepancy (e.g., the white wall in the
row 1 of Fig.7) in the denoised results incurred by the dense
texture. Albeit MEDFE, CTSDG and ZITS focus on the
guidance of the structure similar to StrDiffusion, they suf-
fer from a performance loss due to the semantic discrepancy
between the structure and texture, e.g., the woman’s face
for CTSDG in the row 4 of Fig.7, which further verifies our
proposal in Sec.2.2 — the progressively sparse structure
provides the time-dependent guidance for texture denoising
process; see the supplementary material for more results.

3.4. Ablation Studies

3.4.1 Why Should the Semantic Sparsity of the Struc-
ture be Strengthened over Time?

Recalling Sec.2.2, the progressive sparsity for the struc-
ture is utilized to mitigate the semantic discrepancy, by
setting the initial structure state as the grayscale and the
terminal structure state as the combination of the edge
and the noise during the structure diffusion process, de-
noted as gray2edge. To shed more light on the seman-
tic sparsity of the structure, we replace the initial and
terminal structure state, yielding several alternatives as
gray2gray, edge2edge and edge2gray; and perform the
experiments on the PSV dataset. The structure sparsity
of gray2gray and edge2edge is fixed over time. Fig.8 il-
lustrates that gray2edge (Fig.8(d)) exhibits better consis-
tency with meaningful semantics in the inpainted results
against others, especially for edge2gray, implying the ben-
efits of strengthening structure sparsity over time. Notably,
for gray2gray, the discrepancy issue in the denoised re-

Table 2. Ablation study about the adaptive resampling strategy on
the PSV dataset. The best results are reported with boldface.

Cases Hard mask Easy mask

PSNR↑ SSIM↑ FID↓ PSNR↑ SSIM↑ FID↓
A 24.65 0.851 55.73 27.69 0.913 33.73
B 25.47 0.863 46.44 28.31 0.921 28.43
C 25.59 0.867 47.31 28.64 0.925 28.20
D 25.94 0.875 42.28 28.85 0.929 26.74

sults still suffers (Fig.8(b)), while edge2edge receives the
poor semantics (Fig.8(a)), which attributes to their invari-
ant semantic sparsity over time, indicating time-dependent
impacts of the unmasked semantics on the texture denois-
ing process (Sec.2.2.1); see the supplementary material for
more results.

3.4.2 How does Adaptive Resampling Strategy Benefit
Inpainting?

To verify the effectiveness of the adaptive resampling strat-
egy (Sec.2.4), we perform the ablation study on the PSV
dataset from the following cases: A: refining the inpainted
results of IR-SDE[23] via the resampling strategy in Re-
paint; B: removes the discriminator, which performs the
adaptive resampling strategy without considering the se-
mantic correlation between the texture and structure; C:
StrDiffusion without the adaptive resampling strategy; D:
the proposed StrDiffusion. Table 2 suggests that case D de-
livers great gains (at most 13.45%) to other cases, which is
evidenced that the adaptive resampling strategy succeeds in
regulating the semantic correlation for the desirable results
(Sec.2.4); case D upgrades beyond case A despite of the
combination with the resampling strategy, which, in turn,
verifies the necessity of the time-dependent guidance from
the structure. In particular, case B bears a large performance
degradation (at most 4.16%), confirming the importance of
adaptively resampling strategy as per the semantic correla-
tion between the structure and texture in Sec.2.4.1.

4. Conclusion

In this paper, we propose a structure-guided diffusion model
for inpainting (StrDiffusion), to reformulate the conven-
tional texture denoising process under the guidance of the
structure to derive a simplified denoising objective; while
revealing: 1) the semantics from the unmasked regions es-
sentially offer the time-dependent guidance for the texture
denoising process; 2) the progressively sparse structure well
tackle the semantic discrepancy in the inpainted results. Ex-
tensive experiments verify the superiority of StrDiffusion to
the state-of-the-arts.
Acknowledgments This work was supported by the Na-
tional Natural Science Foundation of China (U21A20470,
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