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Figure 1. TACO is a large-scale bimanual hand-object manipulation dataset covering extensive tool-action-object combinations in real-
world scenarios. It involves videos from both 12 third-person views and one egocentric view, together with precise hand-object meshes,
2D segmentation, realistic hand-object appearances, and behavior triplet annotations. With rich diversities of object shapes and interaction
behaviors, TACO supports test-time generalization to unseen object geometries and novel behavior triplets and benchmarks various gener-
alizable research topics, e.g., action recognition, motion forecasting, and cooperative grasp synthesis.

Abstract

Humans commonly work with multiple objects in daily
life and can intuitively transfer manipulation skills to novel
objects by understanding object functional regularities.
However, existing technical approaches for analyzing and
synthesizing hand-object manipulation are mostly limited
to handling a single hand and object due to the lack of
data support. To address this, we construct TACO, an
extensive bimanual hand-object-interaction dataset span-
ning a large variety of tool-action-object compositions for
daily human activities. TACO contains 2.5K motion se-
quences paired with third-person and egocentric views, pre-
cise hand-object 3D meshes, and action labels. To rapidly

†Corresponding author.

expand the data scale, we present a fully automatic data
acquisition pipeline combining multi-view sensing with an
optical motion capture system. With the vast research
fields provided by TACO, we benchmark three generaliz-
able hand-object-interaction tasks: compositional action
recognition, generalizable hand-object motion forecasting,
and cooperative grasp synthesis. Extensive experiments re-
veal new insights, challenges, and opportunities for advanc-
ing the studies of generalizable hand-object motion anal-
ysis and synthesis. Our data and code are available at
https://taco2024.github.io.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
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1. Introduction
In our everyday lives, humans effortlessly synchronize

the movements of both hands to manipulate a pair of ob-
jects, such as using a spatula to stir in a pan while cooking.
Usually, these objects are not symmetric in their roles, with
one acting as a tool to enhance the bimanual action per-
formed on the other object. This allows us to characterize
the bimanual behaviors with tool-action-object triplets. Var-
ious triplet combinations usually incorporate intricate and
differing temporal and spatial coordination among the tool,
the object, and the two hands. Understanding versatile bi-
manual behaviors could immediately benefit numerous ap-
plications in VR/AR, human-robot interaction [8, 44], and
dexterous manipulation [7, 49, 74, 78], which pose signifi-
cant challenges for today’s computer vision systems.

Tackling the above challenges requires the support of
large-scale annotation-rich datasets. Existing dataset ef-
forts [2, 4, 15, 18, 26, 39, 72] on hand-object interactions
(HOI) primarily focus on unimanual actions. However,
simply aggregating two unimanual actions falls short of
encompassing bimanual coordination behaviors. Further-
more, some works [13, 19, 34, 66, 75] examine bimanual
manipulation of a single object which can hardly extend to
interpreting tool-action-object triplets. The most relevant
dataset [33] currently available covers only 12 objects and
fewer than 20 distinct tool-action-object triplets, severely
limiting its potential to facilitate and benchmark the un-
derstanding of bimanual tool-action-object interactions that
can generalize to novel object geometries or previously un-
seen triplets. This limitation partially stems from the chal-
lenging nature of jointly capturing two dynamic hands in-
teracting with two objects in the real world, but further un-
derscores the urgency of developing methodologies for gen-
eralizable bimanual HOI understanding. Therefore, we put
generalization as our primary focus while exploring the cu-
ration of a large-scale bimanual HOI dataset that can both
facilitate and benchmark generalizable understanding.

In particular, we present TACO, a large-scale bimanual
manipulation dataset encompassing a diverse array of tool-
action-object compositions in real-world settings. Serving
as a knowledge base of multi-object cooperation, TACO fo-
cuses on daily scenarios involving the use of tools to inter-
act with target objects and collects 131 types of <tool cat-
egory, action label, target object category> triplets across
20 object categories, 196 object instances, and 15 daily ac-
tions. We organize the dataset based on the triplets and
make sure triplets have different levels of overlaps, this nat-
urally defines the semantic distance between different mo-
tion trajectories and supports studying generalization with
different extents. To expedite the expansion of our dataset,
we combine the advantages of marker-based and markerless
motion capture systems and present a fully automatic data
acquisition pipeline that can guarantee motion quality and

visual data quality at the same time. For each time step, the
pipeline automatically provides labels including the precise
recovery of hand-object mesh and segmentation on mark-
erless vision data. As a result, TACO comprises a total of
2.5K motion sequences and 5.2M video frames incorporat-
ing 3rd-person and egocentric views.

Benefiting from the rich and diverse motion sequences
within our dataset, we carefully benchmark three tasks aim-
ing at generalizing common human manipulation knowl-
edge to unseen object geometries and novel tool-action-
object combinations: 1) compositional action recognition,
2) generalizable hand-object motion forecasting, and 3) co-
operative grasp synthesis. Extensive studies are conducted
on these benchmarks: First, diverse hand-object interactive
motions with action annotations pave the way to learning
to recognize hand-object action under novel object combi-
nations in real-world scenarios. Additionally, the availabil-
ity of 4D dynamic hand-object pose sequences allows for
fine-grained hand-object motion tendency forecasting. Fi-
nally, we provide contact-rich hand-object meshes to facil-
itate studying hand grasp synthesis for unseen object ge-
ometries and categories under interaction scenarios. Ex-
tensive experiments have been conducted on these bench-
marks, revealing generalization challenges faced by exist-
ing methodologies when dealing with novel object geome-
tries, object categories, and interaction triplets. We antici-
pate that TACO will offer more opportunities for research-
ing and developing universal generalization strategies in the
understanding and creation of hand-object interactions.

In summary, our main contributions are threefold:
• We present TACO, the first large-scale real-world 4D bi-

manual hand-object-interaction dataset covering diverse
tool-action-object compositions and object geometries.

• We develop an automatic data acquisition pipeline that
provides precise recovery of hand-object mesh and seg-
mentation together with markerless vision data.

• We benchmark three tasks toward generalizable hand-
object motion analysis and synthesis. We provide a com-
prehensive discussion and highlight the new challenges
posed by TACO.

2. Related Work
2.1. Hand-object Interaction Datasets

Understanding hand-object interaction is an emerging re-
search topic that is supported by a large number of datasets.
Many widely-used video datasets [11, 12, 17, 55] cap-
ture 2D real-world hand-object interaction videos to fa-
cilitate traditional visual perception studies such as ac-
tion recognition and HOI detection. With the rapid de-
velopment of 3D computer vision, recent advances have
incorporated 3D hand-object mesh annotations into data-
capturing processes and presented various 3D [20, 26] or
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4D [2, 4, 12, 13, 15, 18, 19, 34, 39, 61, 66, 72, 75] datasets
with different focuses. Table 1 briefly summarizes the
characteristics of these datasets. A majority of existing
datasets focus on single-hand grasping, a basic manipula-
tion skill that can benefit existing dexterous robot learn-
ing [7, 48, 49, 78]. Beyond grasping, a line of datasets
captures diverse and complex manipulation skills requir-
ing humans to perform complicated, multi-step actions like
using tools [13, 33, 39], deforming soft bodies [66], and
multi-person handovers [75]. From the perspective of ob-
ject behaviors, KIT [33], HOI4D [39], and AffordPose[26]
capture functional manipulations aiming at showing ac-
tual functions and usages of objects. KIT further collects
multi-object interaction behaviors, however, it lacks ob-
ject diversities and is hard to support generalizable studies.
Our dataset captures diverse bimanual functional manipula-
tion behaviors for multi-object cooperation, serving a wide
range of research directions.

2.2. Generalizable Hand-object Motion Analysis

Generalizable hand-object-interaction motion analysis
aims to understand the attributes of hand-object motion
when manipulating novel object instances. To precisely
recognize hand actions during the manipulation of unseen
objects, a series of compositional action recognition ap-
proaches [21, 31, 43, 50, 51, 59, 69, 76] represent objects
through their bounding boxes to prevent the network from
overfitting to intricate object geometries. To detect and in-
fer action-object pairs under few-shot or zero-shot settings,
a prevailing methodology used in recent generalizable HOI
detection methods [22–24, 64, 65, 80] decomposes actions
and objects into distinct features. This decomposition al-
lows leveraging abundant training data with either similar
actions or similar objects to handle rare action-object pairs
that emerge at test time. It also provides the potential to dis-
cover novel and reasonable action-object pairs [25]. To esti-
mate hand and object poses without object geometries, Zhu
et al. [82] propose learning hand-object interaction priors
for each object category and transferring them to unseen ob-
jects within the same category during test time, enhancing
the method adaptability to diverse unseen object instances.

2.3. Generalizable Hand-object Motion Synthesis

Synthesizing realistic hand-object-interaction motion on
novel object geometries and categories is an emerging re-
search topic that includes two main challenges: how to
model generic, realistic, and diverse hand motion patterns
from existing HOI data, and how to apply them to novel
object instances. To address the first challenge, a branch
of data-driven approaches decomposes complicated hand-
object contact into spatial relations between each hand
joint [30, 37, 38, 79] or hand surface point [71, 77, 81]
and the object’s relevant closest local regions, and such

relations can be formulated as a combination of whether
contact occurs [37, 38, 71, 77, 79, 81], hand-object dis-
tances [37, 71, 77, 81], positions [37, 38, 77, 79, 81] and
directions [37, 38, 79] of contact points, and whether con-
tact points should be closer [71]. Another line of work [28–
30, 35] encodes hand-object interaction integrally to an
implicit global feature by a conditional variational auto-
encoder (CVAE) [57] structure. As solutions to the second
challenge, generalizable methods [28, 30, 35, 38, 79] de-
compose the object’s geometry from HOI and encode it as a
condition for generative models. CAMS [79] further maps
objects into a canonicalized object space to decrease the gap
in object geometry. One limitation of existing approaches is
that they do not focus on multi-hand and multi-object coop-
eration due to the lack of data support.

3. Constructing TACO
In this section, we respectively describe the data captur-

ing system (Section 3.1), the data annotating pipeline (Sec-
tion 3.2), and dataset statistics (Section 3.3).

3.1. Data Capturing

Figure 2. Data capturing system and camera views.

We obtain hand motion from multi-view RGB videos
while capturing the object motion by attaching four mark-
ers on the object surface and tracking them with a mocap
system. To this end, as shown in Figure 2, our data cap-
turing system incorporates 12 synchronized industrial FLIR
cameras and a NOKOV optical motion capture suite with
6 infrared Mars4H cameras. To capture egocentric RGBD
videos, a helmet equipped with a Realsense L515 camera is
worn by the actor. Similar to objects, the motion of the L515
camera is tracked by the mocap system. The frequency of
our cameras and mocap system is 30 Hz. The resolutions of
our allocentric and egocentric images are 4096x3000 and
1920x1080, respectively.

Object model acquisition. To capture contacts between
hands and objects and support relevant studies, we obtain an
accurate 3D mesh for each object with an industrial EinScan
3D scanner. Each object mesh is represented by up to 100K
triangular faces for fine-grained geometries.
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dataset
data characteristics: # number of:

bimanual multi-object functional category-level egocentric multi-view markerless mocap action sequence frame
cooperation manipulation label

FHPA [15] ✓ ✓ ✓ 1.2K 105K
ObMan [20] - 154K

ContactPose[2] ✓ ✓ 2.3K 3.0M
GRAB [61] ✓ ✓ 1.3K 1.6M
HO3D [18] ✓ ✓ 27 78K

KIT Binamual Manipulation [33] ✓ ✓ ✓ ✓ ✓ ✓ ✓ 588 1.6M
H2O [34] ✓ ✓ ✓ ✓ 191 571K

DexYCB [4] ✓ ✓ 1.0K 582K
H2O-3D [19] ✓ ✓ ✓ 17 76K

H2O for handover [75] ✓ ✓ ✓ 6.0K 5.0M
OakInk [72] ✓ ✓ 778 314K
HOI4D [39] ✓ ✓ ✓ ✓ ✓ 4.0K 1.2M
HMDO [66] ✓ ✓ ✓ 12 21K

ARCTIC [13] ✓ ✓ ✓ ✓ 339 2.1M
AffordPose [26] ✓ ✓ ✓ - 27K

TACO (ours) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 2.5K 5.2M

Table 1. Comparison of TACO with existing 3D hand-object interaction datasets.

3.2. Data Annotating

Figure 3 depicts our automatic data acquisition pipeline.
Given color images, 3D marker positions, and object mod-
els as inputs, the pipeline successively performs object pose
optimization, hand keypoint localization, hand pose opti-
mization, hand-object segmentation, and marker removal.

Object pose optimization. Since our objects are rigid
bodies, their motions are 6-dimensional and can be tracked
by capturing marker positions using the mocap system. To
accurately associate markers with the object, we draw inspi-
ration from Mosh++ [41] and optimize marker-to-surface
correspondence to encourage contact between markers and
object surfaces while avoiding penetration. The object
poses are obtained by combining marker positions relative
to the object mesh and the captured marker motions.

3D hand keypoint localization. Leveraging multi-view
sensing, we first estimate 2D hand keypoints from each
camera view, respectively, and then fuse them into 3D.
For 2D hand keypoint estimation, directly applying exist-
ing dual-hand approaches [19, 27, 36] could fail when se-
vere occlusion occurs or two hands are far apart. We thus
follow [3, 40] and design a method to separately detect
two hands using pre-trained YOLOv3 [52] and then utilize
MMPose [9] to obtain single-hand 2D keypoints. To fuse
multi-view 2D keypoints to 3D under severe occlusion, we
use RANSAC [14] to filter out imprecise 2D keypoints and
localize 3D keypoints by triangulation.

Contact-aware hand pose optimization. We adopt
MANO [53] to formulate a 3D hand mesh as Θh =
{θ, β, t}, where θ ∈ R48, β ∈ R10, and t ∈ R3 repre-
sent hand pose, hand shape, and wrist position, respectively.
Given precomputed 3D hand keypoints and object meshes,
we optimize MANO hand meshes by minimizing the fol-
lowing loss function:

Θ̂h =argmin
Θh

(λ2DL2D + λ3DL3D + λangleLangle+

(1)λtcLtc + λpLp + λaLa) ,

where L2D and L3D induce hand meshes to get close to
the keypoints, Langle provides hand pose priors, Ltc pro-
motes temporal smoothness, La encourages contacts, and
Lp prevents hand-object interpenetration. Details of these
loss terms are provided in the supplementary material.

Hand-object segmentation. We obtain 2D hand-object
masks by first rendering hand-object silhouettes from their
3D meshes. Since MANO meshes differ from real hands,
we then apply the Segment Anything Model [32] to re-
fine the masks, using sampled hand-object keypoints as
prompts. To help detect hands in subsequent frames, we
use Track-anything [70] to track the hands in these frames
and localize them.

Marker removal. Despite the fact that attaching mark-
ers to objects can accurately capture object motion, markers
may increase the appearance gap between captured objects
and those in the wild. One direct defect is that an object
pose tracking network could simply track markers rather
than learn to track the target object. To improve the ob-
ject’s appearance and make it more realistic, after acquiring
hand and object poses, we automatically remove the mark-
ers from RGB images. First, we obtain marker positions in
the world coordinate system from the mocap system, and
place spheres with a radius two times the marker at those
positions in a simulation environment. We then render a 2D
mask of the spheres for each real camera view. Benefiting
from the accurate marker position estimates, such 2D masks
can fully cover the markers in the original RGB images. Fi-
nally, we mask the spheres in the original RGB images and
use a pre-trained LAMA [60] network to inpaint the sphere
regions. Figure 4 shows a marker removal example.

3.3. Dataset Statistics

TACO contains 2.5K motion sequences describing ex-
tensive daily tool-using behaviors covering 20 object cate-
gories, 196 fine-grained object 3D models, 14 participants,
and 15 actions. To support cross-category generalizable
HOI studies, we explore the functional diversity of tools
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Figure 3. Automatic data annotating pipeline. The input consists of color frames from allocentric views, pre-scanned object models, and 3D
positions of markers attached to object surfaces. We first separately localize 3D hand keypoints and obtain object poses, and then conduct
contact-aware optimization to recover MANO [53] hand meshes. We finally segment hands and objects from images and automatically
inpaint markers to acquire realistic object appearances.

Figure 4. An example of marker removal. Three sub-figures
respectively show the captured image patch, the automatically-
computed marker mask, and the inpainted image patch.

and target objects, with each tool and target object be-
ing utilized to perform up to 7 different kinds of actions.
We formulate a behavior as using a tool category to per-
form an action on a target object category and divide
our data into 131 <tool category, action label, target object
category> triplets. Some correlated triplets are exempli-
fied in Figure 5. To enable various studies, TACO presents
high-resolution color images from 12 allocentric views and
RGBD images from one egocentric-view.

4. Data Quality Evaluation
Qualitative contact optimization evaluation. Figure 6

depicts two frames of the TACO dataset. As shown in the
figure, the attraction loss La promotes contact between the
hands and the objects but may exacerbate penetration. The
penetration loss Lp can mitigate penetration but does not
address cases where the hands and the objects are not in
contact. Our method combines both attraction loss and pen-
etration loss, striking a balance between encouraging con-
tact and preventing penetration.

Quantitative hand pose evaluation. To quantitatively
examine the quality and value of our hand poses, we con-
duct a cross-dataset evaluation between TACO and an ex-
isting high-quality HOI dataset DexYCB [4]. We select a

Figure 5. Examples of interaction triplets in TACO. The left, mid-
dle, and right columns exemplify categories of tool, action, and
target object, respectively. Triplets in our dataset are represented
by connected paths from tools to target objects.

Figure 6. Qualitative contact optimization evaluation. From left
to right: original RGB image, optimization without attraction loss,
optimization without penetration loss, our method with attraction
loss and penetration loss.

multi-stage method, CMR [5], and a lightweight network,
MobRecon [6], both of which can recover occluded hand
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Method Test
Train

TACO DexYCB
TACO +
DexYCB

CMR TACO 10.73 / 30.87 13.53 / 39.54 10.25 / 28.36
DexYCB 19.36 / 76.20 6.51 / 13.92 6.44 / 13.62

MobRecon TACO 9.03 / 20.76 12.95 / 34.32 8.69 / 20.14
DexYCB 15.17 / 44.73 6.51 / 13.61 6.32 / 12.94

Table 2. Cross-dataset evaluation with DexYCB [4] on 3D hand
pose estimation. Results are in PA-MPJPE (mm, lower is better)
and MPJPE (mm, lower is better), respectively.

meshes from a single-view RGB image captured in HOI
scenarios, and then train and test their networks under dif-
ferent data combinations. For DexYCB, we follow its de-
fault train/test split (S0). For TACO, we randomly select 60
motion sequences for training and 40 for testing and crop
the right hand from each image to align with the single-
hand HO3D. Following existing hand mesh recovery meth-
ods [5, 6, 45, 67], we select Procrustes-Aligned Mean Per
Joint Position Error (PA-MPJPE) and Mean Per Joint Po-
sition Error (MPJPE) as evaluation metrics. More details
about the metrics can be found in the paper [6]. Table 2
shows the performance of the two methods under different
settings. Due to the large gap in hand-object motion be-
tween the two datasets, the performances for the two meth-
ods would both drop rapidly when the training and the test
sets are from different datasets. Nevertheless, combining
training data from TACO and DexYCB achieves significant
performance gains on both datasets for both the two meth-
ods, which demonstrates the accuracy of our hand pose an-
notations and indicates that TACO is a beneficial data com-
plement for 3D hand pose estimation.

Marker removal quality evaluation. We conduct a
novel experiment to examine the reality of our marker-
removed images. The key idea is that a network can eas-
ily segment markers from the image while being hard to
figure out the same regions when markers are replaced by
the original object surface appearances. We thus use the
originally captured image patches and the marker-removed
ones to train a 2D marker segmentation network, respec-
tively, and then apply the two networks to novel image
patches with the same image processing setting as train-
ing. In practice, spheres larger than markers (as shown in
Figure 4(b)) are required to be segmented, since the marker
removal process exactly inpaints these regions. We select
U-Net [54] as the network backbone and train the two net-
works with an L2-loss measuring differences between mask
predictions and ground truths. When training and testing
on raw image patches, U-Net achieves 63.8% mean Inter-
section over Union (mIoU), while its performance sharply
drops to 11.1% mIoU after applying marker removal, in-
dicating the reality and naturalness of the inpainted image
regions. Figure 7 further compares heatmaps of network
predictions under the two settings, exhibiting ambiguities
of marker segmentation posed by realistic inpainted images.
More details are provided in the supplementary material.

Figure 7. Marker removal quality evaluation. We train and test
U-Net [54] on raw captured images (a) and marker-removed im-
ages (b), respectively. In each experiment, the left and right
columns show the input image patches and the predicted segmen-
tation heatmaps, respectively.

5. Experiments

In this section, we first introduce our data split (Section
5.1) supporting different research purposes about general-
ization. We then present three benchmarks on TACO: com-
positional action recognition (Section 5.2), generalizable
hand-object motion forecasting (Section 5.3), and cooper-
ative grasp synthesis (Section 5.4). Details of evaluation
metrics are provided in supplementary materials.

5.1. Data Split

With diverse object geometries and interaction triplets,
TACO focuses on supporting generalizable studies that ap-
ply to unseen object geometries or novel interaction triplets.
Hence, we carefully split our test data into four subsets with
different generalization purposes:

• Test set 1 (S1): No generalization. Tool geometries and
interaction triplets are both involved in the training set.

• Test set 2 (S2): Geometry-level generalization. The tool
geometry is novel, while the interaction triplet appears in
the training set.

• Test set 3 (S3): Interaction-level generalization. The in-
teraction triplet is novel, while the tool categories and ge-
ometries are included in the training set.

• Test set 4 (S4): Compound generalization. The tool cate-
gory is novel, leading to unseen geometries and triplets.

The training set and the four test sets follow a data ratio
of 4:1:1:1.5:2.5.

5.2. Compositional Action Recognition

Humans can recognize the action disentangled from their
context and appearance biases of the objects, which is re-
ferred to as compositionality. To test a system’s compo-
sitional generalization capability, with a diverse array of
tool-action-object triplets in TACO, we benchmark com-
positional action recognition aiming at identifying actions
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Test Set Method Top-1 (%, ↑) Top-5 (%, ↑)

S1
AIM [73] 83.08 98.85

CACNF [50] 86.15 99.62

S2
AIM [73] 82.81 98.83

CACNF [50] 77.34 96.88

S3
AIM [73] 53.65 81.25

CACNF [50] 63.02 92.97

S4
AIM [73] 39.33 73.67

CACNF [50] 44.00 80.50

Table 3. Results on compositional action recognition. Methods
are examined via Top-1 and Top-5 accuracy.

in HOI videos. In contrast to traditional action recogni-
tion tasks [11, 16, 56, 58], our focus is on scenarios where
the tool-action-object triplets in the test set are unseen dur-
ing training, including novel tool types or geometries. This
poses additional challenges for evaluating model general-
ization and achieving human-like perception.

Problem formulation: In a bimanual HOI scenario, our
goal is to identify action labels from first-person RGB video
frames, with optional bounding boxes for hands and objects
computed based on their poses.

Evaluation metrics: Following [50, 73], we use Top-1
Accuracy and Top-5 Accuracy to evaluate the efficacy of
action recognition.

Baselines, results, and analysis: We compare two base-
lines to evaluate the compositional generalization capabil-
ity: AIM [73], an adaptation of pre-trained image trans-
former models, representing state-of-the-art traditional ac-
tion recognition approaches; and CACNF [50], which spe-
cializes in compositional and few-shot action recognition.
Table 3 shows the results. A significant decrease in accu-
racy on the most difficult S4 set, compared to high accuracy
on the non-generalizable S1 set, underscores compositional
generalization challenges. Notably, the S2 set, with novel
tool geometries within tool categories, performed similarly
to S1, while the S3 set, featuring novel tool-action-object
triplets, showed a significant accuracy drop, revealing that
while action recognition models inherently possess basic
generalizability to geometric changes, they struggle with
novel triplets due to the unfamiliarity of interaction con-
texts. When comparing among baselines, CACNF outper-
formed AIM in challenging sets S3 and S4, benefiting from
its bounding box-based approach that effectively disentan-
gles actions from object and tool geometries, highlighting
the advantages of a compositional approach in generalizable
cases. All these results underscore the significant impact of
compositional generalization on action recognition.

5.3. Generalizable Hand-object Motion Forecasting

With abundant 3D hand-object mesh annotations pro-
vided by TACO, we benchmark generalizable interaction
forecasting aiming to predict the following hand-object mo-
tions from seen short motion clips. Unlike the prediction of

low-frequency human motions [42, 46, 47], we observe that
hands commonly achieve a complete manipulation behav-
ior (e.g. pouring all the water out of a bowl) in a very short
time, making forecasting both interesting and challenging.

Problem formulation: In a bimanual HOI scenario,
given object point clouds and poses of two hands, the tool,
and the target object in consecutive N frames, our goal is
to forecast their poses in subsequent M frames. We select
N=10 and M=10 in our dataset.

Evaluation metrics: Following human-object forecast-
ing evaluations [1, 10, 63, 68], we use Mean Per Joint Posi-
tion Error Je to evaluate predicted left and right-hand skele-
tons, and leverage translation error Te and rotation error Re

to measure object positions and orientations, respectively.
Baselines, results, and analysis: Due to the lack of

hand-object interaction forecasting solutions, we transfer
methodologies from human-object motion forecasting as
baselines. To cover diverse method designs and possibil-
ities, we select two generative models [62, 68] and two
predictive models [10, 68] for comparison. Table 4 com-
pares their performance under different generalization set-
tings. We observed that the tool and the hand holding it
play dominant roles during manipulation, making their mo-
tion forecasting more challenging compared to others. The
generative models, in comparison to predictive ones, yield
significantly larger errors for both hands and the tool. One
possible reason is that their motion patterns are fast and
complex, making the modeling of motion distribution chal-
lenging. Enhancing the accuracy of generative methods in
hand-object manipulation scenarios is an interesting future
direction. When comparing method performances between
a non-generalizable set (S1) and sets involving generaliza-
tion (S2-4), we note that methods consistently exhibit sig-
nificant performance declines with the right hand and the
tool, regardless of whether applied to novel tool geometries
(S2, S4) or interaction triplets (S3, S4), meanwhile achiev-
ing close results on the others. This trend indicates substan-
tial challenges in generalizing dominant interaction entities.

5.4. Cooperative Grasp Synthesis

Generating human-like hand grasps benefits various ap-
plications in VR/AR and dexterous manipulation. Existing
grasp synthesis approaches [28, 30, 38, 81] mainly focus on
creating stable grasps on static objects without considering
interactive purposes. Taking advantage of extensive interac-
tion behaviors from TACO, we benchmark a novel task that
aims to synthesize realistic and physically plausible hand
grasps in HOI scenarios. Besides achieving stable grasping
for the object, the method must comprehend other interac-
tive objects and human hands to generate cooperative mo-
tions and avoid conflicts. We evaluate this task on our four
test sets, each targeting different aspects of generalization.

Problem formulation: Consider using the right hand to
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Test
Method

Je (mm, ↓) Te (mm, ↓) Re (◦, ↓)
Set Right / Left Tool / Target Tool / Target

S1

InterVAE [68] 54.9 / 48.9 55.0 / 15.8 66.94 / 6.63
MDM [62] 61.2 / 53.7 49.4 / 14.9 52.81 / 5.85

InterRNN [68] 29.3 / 20.4 25.8 / 11.6 10.08 / 5.22
CAHMP [10] 28.8 / 22.1 23.9 / 12.3 10.24 / 4.95

S2

InterVAE [68] 58.8 / 50.8 54.3 / 12.2 88.19 / 5.24
MDM [62] 65.8 / 55.8 48.0 / 10.1 75.78 / 3.59

InterRNN [68] 35.2 / 23.1 31.0 / 8.9 11.09 / 4.03
CAHMP [10] 31.4 / 22.6 24.7 / 8.6 10.65 / 3.32

S3

InterVAE [68] 56.5 / 50.1 56.7 / 12.7 68.03 / 5.69
MDM [62] 66.4 / 58.0 46.2 / 11.5 61.90 / 4.14

InterRNN [68] 32.5 / 22.0 28.2 / 9.7 11.42 / 4.32
CAHMP [10] 29.3 / 21.6 24.4 / 9.4 11.18 / 3.80

S4

InterVAE [68] 63.9 / 54.2 63.0 / 14.5 71.38 / 5.01
MDM [62] 70.5 / 57.9 50.2 / 12.2 70.25 / 3.55

InterRNN [68] 36.6 / 22.3 30.9 / 10.6 11.92 / 3.86
CAHMP [10] 32.9 / 22.2 26.6 / 10.8 11.73 / 3.24

Table 4. Results on generalizable interaction forecasting. We re-
spectively examine predictions of the right hand, the left hand, the
tool, and the target object.

manipulate a tool and the left hand to operate a target object.
During manipulation, given the meshes of the two objects
and the left hand, the goal is to generate a right-hand mesh
grasping the tool in a manner conducive to the interaction.

Evaluation metrics: Following static grasp synthesis
methods [28, 29, 38], we use interpenetration volume (Pen.
V) and contact ratio (Con. R) to measure the physical plau-
sibility of generated hands. To ensure the hand is appropri-
ately interactive, we introduce a new metric named collision
ratio (Col. R), which detects collisions between generated
hands and the interaction environment. Nevertheless, to
quantitatively examine whether the grasps are realistic, we
design the FID score (FID) to measure distances between
distributions of human grasps and synthesized ones.

Baselines, results, and analysis: We select two re-
cent CVAE-based approaches ContactGen [38] and HALO-
VAE [30], and modify their network structures to incorpo-
rate the left hand and the target object as additional VAE
conditions. To assess the significance of interaction en-
vironments, we also evaluate HALO-VAE−, which omits
the use of environment inputs and directly generates from
the tool mesh. Due to the strong correlation between hand
grasps and tool geometries, we test these approaches with
familiar (S1, S3) and unseen tool geometries (S2, S4). Ta-
ble 5 summarizes quantitative evaluations of the two set-
tings. Notably, HALO-VAE− shows a significant decrease
in performance on contact and collision ratios compared
to HALO-VAE, underscoring the importance of perceiving
and modeling interaction environments. When applied to
novel object geometries and categories, all three approaches
exhibit higher collision ratios and FID scores, and most of
them show a marked decline in their ability to contact tools
precisely and prevent penetrations. Figure 8 exemplifies

Test Set Method
Pen. V Con. R Col. R FID

(cm3, ↓) (%, ↑) (%, ↓) (10−2, ↓)

S1
⋃

S3
ContactGen [38] 0.27 80.12 10.40 12.18
HALO-VAE− 0.31 76.27 4.19 4.89

HALO-VAE [30] 0.26 82.86 2.39 2.02

S2
⋃

S4
ContactGen [38] 0.26 74.98 17.56 22.53
HALO-VAE− 0.29 71.69 14.25 5.09

HALO-VAE [30] 0.32 83.52 11.11 2.84

Table 5. Results on cooperative grasp synthesis. We measure the
physical plausibility of generated grasps by interpenetration vol-
ume and contact ratio, meanwhile using collision ratio to examine
interaction faithfulness and FID score to assess reality.

failure cases of synthesized grasps, indicating a large room
for improving physical feasibility and naturalness on com-
plex and slender geometries.

Figure 8. Failure cases of cooperative grasp synthesis. (a) and
(b) are generated by ContactGen [38], while (c) and (d) are from
HALO-VAE [30].

6. Limitations and Conclusion
We present TACO, the first large-scale, real-world 4D bi-

manual hand-object manipulation dataset. It encompasses
a wide range of tool-action-object compositions and ob-
ject geometries. TACO contains a total of 2.5K motion se-
quences and 5.2M video frames, captured from 12 third-
person views and one egocentric view. We contribute an
automatic data acquisition pipeline that accurately recov-
ers hand-object meshes and segmentation, along with real-
istic hand-object appearances. Leveraging TACO’s diverse
data, we benchmark compositional action recognition, gen-
eralizable hand-object motion forecasting, and cooperative
grasp synthesis. These benchmarks reveal new insights,
challenges, and opportunities in the field of generalizable
hand-object interaction studies.

There are three major limitations in TACO. Firstly,
TACO currently does not cover articulated objects. Sec-
ondly, while TACO offers an extensive exploration of ob-
ject geometries and HOI behaviors, it lacks scene diversi-
ties that are also crucial for understanding human manipu-
lations. Thirdly, our solution to marker removal is an appli-
cation of generative models, hence the original object ap-
pearances cannot be recovered perfectly.
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