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Abstract

This paper focuses on synthesizing high-quality and
complete textures directly on the surface of 3D models
within 3D space. 2D diffusion-based methods face chal-
lenges in generating 2D texture maps due to the infinite
possibilities of UV mapping for a given 3D mesh. Utiliz-
ing point clouds helps circumvent variations arising from
diverse mesh topologies and UV mappings. Nevertheless,
achieving dense point clouds to accurately represent tex-
ture details poses a challenge due to limited computational
resources. To address these challenges, we propose an ef-
ficient octree-based diffusion pipeline called TexOct. Our
method starts by sampling a point cloud from the surface of
a given 3D model, with each point containing texture noise
values. We utilize an octree structure to efficiently represent
this point cloud. Additionally, we introduce an innovative
octree-based diffusion model that leverages the denoising
capabilities of the Denoising Diffusion Probabilistic Model
(DDPM). This model gradually reduces the texture noise on
the octree nodes, resulting in the restoration of fine texture.
Experimental results on ShapeNet demonstrate that TexOct
effectively generates high-quality 3D textures in both un-
conditional and text / image-conditional scenarios.

1. Introduction
3D models, represented by polygon meshes, are widely
used in visual applications like videos, games, and VR /
AR scenarios. The quality of texture maps is vital for the
appearance of 3D models across various applications. In
previous decades, creating high-quality textures typically
required experienced designers to invest substantial effort,
resulting in considerable consumption of both time and
cost. However, recent advancements in creating content
with neural networks have brought new energy and perspec-
tive to this area of computer vision and graphics.

A common method for handling texture maps is UV rep-
resentation, which converts 3D textures to a set of 2D im-
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Figure 1. Comparisons with different methods: (a) In
Text2Tex [8], self-occlusion (the blue box) results in texture er-
rors (the red box). In contrast, our method of directly generat-
ing textures in 3D space avoids issues caused by self-occlusion.
(the green box). (b) Point-UV [43] (Stage-1) utilizes limited point
cloud data to capture 3D information, resulting in rough textures
(the purple box). In comparison, our method generates high-
quality details (the orange box) with denser point cloud.

ages using UV coordinate transformation. This method ef-
fectively links 3D texture generation with 2D image genera-
tion techniques, such as GAN [13, 18, 31, 35, 46] and Diffu-
sion models [10, 27, 29, 30]. However, constructing a uni-
fied UV mapping for all shapes of 3D objects presents chal-
lenges, making it difficult to generate 3D textures from 2D
UV space directly. To bypass the challenges, recent stud-
ies [4, 5, 8, 32] investigated the application of 2D generation
techniques for producing multi-view textures for 3D ob-
jects. These methods focus on ensuring consistency across
different views, which is crucial for realistic and coherent
texturing. However, due to self-occlusion, these methods
face limitations in finding an optimal set of views that can
adequately cover the entire surface of a 3D object. This be-
comes an instance of the notorious NP-hard set cover prob-
lem [11], and maintaining pixel-perfect multi-view consis-
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tency is arduous. For example, in Figure 1-(a), the surface
texture generated by Text2Tex [8] for the chair is incorrect.
This error occurs because the optimization view is obscured
by self-occlusion.

To create a comprehensive and consistent texture for a
given 3D mesh, one straightforward method is to gener-
ate the texture directly on the object’s surface in 3D space.
Among various techniques, point clouds are widely recog-
nized as an effective method for representing 3D informa-
tion. The level of detail in textures represented by point
clouds is influenced by the density of points sampled on
the surface. In essence, the greater the number of points
sampled, the more detailed the texture representation on the
3D object becomes. However, owing to constraints of the
GPU memory capacity, previous texture generation meth-
ods [7, 9, 12, 42, 43] have been limited to synthesizing
relatively low-resolution textures with low density of point
clouds. As illustrated in Figure 1-(b), Point-UV [43](Stage-
1) utilizes only a few points, leading to the generation of
rough 3D textures.

In this paper, we introduce a novel octree-based diffusion
approach called TexOct that directly optimizes texture gen-
eration in 3D space. TexOct effectively alleviates the above
issues, i.e., 1) texture errors caused by self-occlusion, and
2) texture degradation caused by sparse sampling.

TexOct consists of two key components, i.e., octree con-
struction and octree-based diffusion model learning. Firstly,
we utilize the octree structure to represent the dense point
cloud sampled from the surface of 3D model. Octree is a
highly efficient data structure that organizes the point cloud
in a tree-like format. Octree begins with the initial point
cloud as the root node and recursively divides it into 8 chil-
dren nodes, merging points with similar coordinates. The
subdivision will continue until we reach a predetermined
depth of the octree. Secondly, The constructed octree is
fed into TexOct, which aims to synthesize a realistic tex-
ture from the noisy texture values assigned to each octree
node. Specifically, TexOct is implemented as a U-Net ar-
chitecture with ResNet blocks. It incorporates octree-based
operators developed in OCNN [37] to perform DDPM pro-
cess on octree structure. Additionally, TexOct also supports
conditional texture generation. We develop an octree-based
cross-attention module after each ResNet block (except for
the first one), allowing for effective text / image information
integration into the generation process, thereby enabling
texture generation to be guided by text / image conditions.

The main contributions of this paper can be summarized
as follows:
• We introduce an end-to-end 3D texture generation ap-

proach in 3D space, avoiding texture map errors caused
by self-occlusion in multi-view generation approaches.

• We propose an innovative octree-based 3D diffusion
method that effectively utilizes the densely sampled point

cloud on the 3D model’s surface for high-quality texture
generation.

• The qualitative and quantitative evaluations demonstrate
that our method performs well in unconditional and con-
ditional generation contexts. Additionally, the user study
indicates that the texture generated by our method is more
favored by users.

2. Related work
Texture Generation. In recent years, several methods [2,
15, 25, 41] have been proposed for modeling and generating
textures on 3D shapes. Chen et al. [10] introduced AUV-
Net for modeling texture representation on 3D shapes. It
embeds 3D surfaces into a 2D-aligned UV space for easy
texture synthesis and transfer. The alignment is learned
by a network in an unsupervised manner. Siddiqui et al.
[32] proposed an end-to-end trainable GAN equipped with
novel convolutional and pooling layers, that directly oper-
ate on 3D surfaces. Their model learns to synthesize re-
alistic textures for 3D shapes from the 2D image domain,
addressing the problem of insufficient data. Cao et al. [5]
proposed a 3D texture generation approach utilizing a 2D
diffusion model. Given a 3D shape, the method aggregates
multi-view latent texture maps at each denoising step using
a consistent UV map. Their approach fuses multiple de-
noising processes to generate geometrically consistent 3D
textures without any fine-tuning. Bokhovkin et al. [4] pro-
posed a GAN-based approach for realistic texture genera-
tion given 3D shapes. The method learns a texture manifold
on mesh faces utilizing densely sampled points and 2D ad-
versarial training loss. The approach generalizes to image-
guided 3D texture synthesis. Chen et al. [8] proposed a
multi-view projection-based approach for 3D texture syn-
thesis utilizing a 2D diffusion model with text conditioning.
The method allows for dynamic mask generation to prevent
3D inconsistencies and artifacts. They also employ a view
sequence generation scheme to optimally update the par-
tial texture. Yu et al. [43] propose a two-stage framework
involving point diffusion and UV diffusion. In the coarse
stage, The method samples a number of points on the mesh
surface and generates a coarse texture using the point diffu-
sion model. In the fine stage, a UV diffusion model is used
to refine the coarse texture, resulting in a smooth texture im-
age. Richardson et al. [28] proposed a method to texture a
3D shape by iteratively projecting 2D images back onto its
surface. They utilized a depth-guided diffusion model for
generating these 2D images and introduced an aggregation
strategy to minimize artifacts.

3D Model Generation with Textures. Gupta et al. [14]
proposed a method for simultaneously generating the mesh
and texture of 3D content. This method utilizes a tri-plane
Variational Autoencoder (VAE) to learn representations of
textured meshes. To enable text-controlled generation, a
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2D diffusion model is employed within the latent space of
the tri-plane VAE. Wu et al. [39] proposed Sin3DM which
learns geometry and texture from a single 3D textured mesh.
The method employs a latent diffusion model within the tri-
plane latent space. Various applications such as retargeting,
outpainting, and local editing are demonstrated. Zheng et
al. [45] proposed a two-stage diffusion approach for gen-
erating novel shapes controlled by user-defined 2D sketch
images. In the first stage, the method learns to predict the
occupancy field of the generated shape using the sketch im-
age as guidance. In the second stage, an additional diffusion
model is incorporated to super-resolve the occupancy vox-
els, thereby generating high-resolution 3D shapes.

3D Diffusion. Zeng et al. [44] proposed a latent dif-
fusion model that operates on point clouds. The model
includes a VAE and two latent diffusion networks, which
construct hierarchical representations of point clouds using
the two diffusion networks. Yu et al. [43] focused on 3D
texture generation, they proposed to apply diffusion models
on a given point cloud to generate texture in a progressive
manner. Nakayama et al. [21] studied controllable 3D point
cloud generation. They proposed an approach that models
the independent parts of objects. Wu et al. [40] focused on
controlling the point cloud generation using sketch images
and texts. They proposed an approach that first extracts fea-
tures from an image and a prompt and then generates a point
cloud based on the features using a joint diffusion pipeline.
Nichol et al. [22] proposed a transformer-based approach
for point cloud generation. Their approach employs two dif-
fusion models sequentially for text-to-image and image-to-
point cloud conversions. Wu et al. [38] addressed the need
for fast point cloud generation. They proposed an approach
that optimizes the curvy learning trajectory of point diffu-
sion into a straight path and develops a strategy to shorten
the path.

3. Method
In this section, we describe how the proposed approach ef-
fectively models accurate textures represented by a dense
point cloud. Given a 3D object, we aim to learn a diffusion
model for directly generating a realistic and high-quality 3D
texture for it in 3D space. To accomplish this, we intro-
duce a novel and efficient diffusion model called TexOct,
which performs the denoising process of DDPM on the oc-
tree structure. The framework of our method is illustrated
in Figure 2. Firstly, we sample a large number of points on
the surface of a 3D mesh to capture the detailed structure
of the object. To efficiently process the point cloud data,
we represent the point cloud using an octree. Secondly, we
propose an octree-based diffusion model, which is a U-Net
architecture. This model takes the octree as input and grad-
ually denoises the texture noise value of the octree. Next,
through a process called “Reverse Octree,” we obtain a col-

ored point cloud. Finally, we map the colored points back
onto the mesh to generate a textured mesh.

3.1. Preliminary

Before introducing our method, we provide a brief overview
of some fundamental concepts necessary for understand-
ing diffusion models (DDPMs) [17, 23]. Gaussian dif-
fusion models assume a forward noising process which
gradually applies noise to real data x0. The forward pro-
cess is the variance-preserving Markov process [33] speci-
fied as q(xt|x0) = N (xt;

√
ᾱtx0, (1 − ᾱt)I), where con-

stants ᾱt are hyperparameters. With the reparameterization
trick, we can express xt as

√
ᾱtx0 +

√
1− ᾱtϵt, where

ϵt ∼ N (0, I). For the reverse process, diffusion mod-
els are trained to learn a denoising network for inverting
the forward process. The reverse process is represented as
pθ(xt−1|xt) = N (µθ(xt),Σθ(xt)), where neural networks
are used to predict the statistics of pθ. The denoising model
is trained with the variational lower bound [19] of the log-
likelihood of x0, which simplifies to:

L = −pθ(x0|x1)+
∑
t

DKL(q(xt−1|xt, x0)||pθ(xt−1|xt))

(1)
where DKL(·||·) represents the KL divergence that measure
the discrepancy the mean and covariance of two distribu-
tions. Since both q(xt−1|xt, x0) and pθ(xt−1|xt) are Gaus-
sians, we can predict the noise ϵθ by reparameterizing µθ.
Consequently, the model can be trained using mean-squared
error loss between the predicted noise ϵθ(xt) and the ground
truth sampled Gaussian noise ϵt. The training objective can
be formulated as

Lsimple = ||ϵθ(xt)− ϵt||22 (2)

Once pθ is trained, new sample can be sampled by ini-
tializing xtmax ∼ N (0, I) and sampling xt−1 ∼ pθ(xt−1|xt)
via the reparameterization trick.

3.2. Octree Construction

Octree is a hierarchical data structure used for spatial sub-
division in 3D. It provides an efficient approach to orga-
nizing a point cloud. In our method, we utilize the mesh-
sampling [20] to sample a set of points P = {pi}Mi=1 from
the surface of 3D mesh. A point is defined by x, y, z, r, g, b.
Specifically, x, y, z is the coordinates. r, g, b is its ground-
truth texture. Given The point cloud P , we translate the
point cloud by an offset = (min(Px), min(Py), min(Pz)),
and quantize it by quantization step qs

PQ = round(
P − offset

qs
) (3)

qs ≥ max(P )−min(P )

2L − 1
(4)
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Figure 2. The overview of TexOct. (a) The architecture of the Octree-based diffusion model. We start by sampling a set of points from
the surface of a 3D object mesh. The points combined with the noised texture are used to construct the octree. The octree and the
timestep t serve as the input for the octree-based diffusion model. The diffusion model reduces the texture noise of the octree to obtain
a colored one. The octree can be transformed back into the original points along with the generated color, utilizing the “reverse octree”
option. Finally, we map the colored points into a textured mesh. (b) The architecture of ResBlock. Each ResBlock comprises two octree
convolutions(Oct-conv), two octree normalizations(Oct-norm), and a MLP. In case of a text-conditional diffusion model, we include a
multi-oct-head cross-attention module after each ResBlock.
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Figure 3. A toy example for constructing the octree. The volumet-
ric model is shown in (a) and the corresponding tree representation
on (b). In (c), the point cloud of the same object is quantized by
octree with the max depth of 4, 8, 12.

In Figure 3, we present a toy example to demonstrate the
construction procedure of an octree. Figure 3-(a) shows
the initial volumetric model, while Figure 3-(b) illustrates
the corresponding tree representation of the octree after two
subdivision processes.

Initially, the octree divides the cube space based on the
maximum side length of the bounding box of PQ into 8
equal octants recursively. The occupancy status of 8 chil-
dren cubes is encoded using an 8-bit binary occupancy

node. The occupancy code of the root node is 00010000,
indicating that only child node-4 is occupied and will un-
dergo further subdivision, while the other children nodes
remain unoccupied. In the second subdivision, node-4 is
further divided into 8 children nodes. The occupancy code
of node-4 becomes 10000100, indicating that child node-
40 and node-45 are occupied and will undergo further sub-
division, while the other children nodes remain unoccu-
pied. This subdivision process continues until the maximum
depth L is reached, resulting in the complete construction of
the octree. At the leaf nodes of the octree, each 8-bit occu-
pancy code represents 8 cubes with a side length equal to
the quantization step qs. The points in P are aligned and
merged with the nearest corresponding cube.

The depth L determines the resolution of the octree. A
higher value of L corresponds to a higher resolution oc-
tree. Figure 3-(c) illustrates the reconstruction of the octree
for the same 3D object, exhibiting different depths ranging
from 4 to 12. As the depth of the octree increases, the reso-
lution of the octree improves. This can be observed through
the higher level of detail captured in the reconstruction. Ad-
ditionally, in accordance with Eq. 3 to Eq. 5, the increase in
depth leads to a reduction in the reconstruction error.

To reconstruct the point cloud, we perform inverse quan-
tization to get the reconstructed point cloud P̃ . The recon-
struction error is controlled in:

error = max
i

∥∥∥P̃i − Pi

∥∥∥
∞

≤ qs

2
(5)

3.3. Octree-based Diffusion Model Learning

Overview. The proposed octree-based diffusion model op-
erates on the nodes of the constructed octrees. It restores
the noisy texture values assigned to each node to a version
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that is likely sampled from a manifold representing natural
textural surfaces. We implement our diffusion model using
a U-Net architecture with ResNet blocks. This model con-
sists of octree-based operators as developed in [37]. Our
U-Net design comprises four stages, where each stage pro-
cesses the features at a different tree depth. Specifically,
the tree depths for these stages are 12, 11, 10, and 9, re-
spectively in our experiment. This enables the model to
learn information from different receptive fields along with
an octree, thereby allowing the model to generate fine de-
tails with global consistency. The overall structure of the
proposed network is depicted in Fig. 2-(a). In Fig. 2-(b), we
show the architecture of an individual ResNet block. We
cascade an octree-based attention module when we employ
the block for conditional generation. It is noteworthy that
the attention module is omitted from the block in the first
stage of the U-Net to enhance memory efficiency. We pro-
vide the detailed settings of the proposed model in the sup-
plementary material.

Training. Given a training sample that is a point cloud
with texture values, we first convert it to an octree using
the method described in 3.2. Then, we randomly sample a
noise pad and amplify it with a randomly chosen time step
t. We compute the noisy texture for a tree node by applying
the amplified noise pad to the texture values assigned to the
node as described in 3.1. We repeat this process for all the
octree nodes to complete the diffusion process for a train-
ing iteration. Next, we feed the noisy textures to the U-Net
model which predicts the clean version of the input. Finally,
the octree is reversed to the point cloud with the predicted
textures to compute loss with the ground truth.

Inference. As illustrated in Fig. 2, we assign pure noise
sampled from N (0, 1) to each point of a known point cloud.
Then, we amplify the noises using t = 1000 and construct
an octree based on the point cloud. This tree, along with
its noisy textures, is then passed to the U-Net. We denoise
the noisy input in a finite number of steps, using the DDPM
sampling method developed in [17]. In the end, we reverse
the octree to point cloud, then obtain the generated realistic
textural surface using the tools provided with [34].

Conditional generalization. To enable conditional
generation, we develop an octree-based multi-head cross-
attention mechanism based on [36]. The module takes
X ∈ RN×C as input and partitions it into Y ∈ RN

T ×T×C

patches where N , T , and C mean the number of tree nodes
within a batch, the patch size, and the channel number.
Then, it computes the query vector Q ∈ RN

T ×T×H×H
C for

H heads utilizing a linear layer. To compute the key vec-
tor K and the value vector V from a text / image feature
extracted by a CLIP-model [26], we employed a set of two
linear layers for each. K and V are then reshaped to match
Q’s shape for the attentive computation [36].

4. Experiments
4.1. Experimental Setup

Datasets. We conduct experiments on ShapeNet dataset [6]
for our experiments, focusing on object categories such as
chair, table, car, and bench. The training split follows the
approach described in a previous work [43]. To prepare the
data for training, we preprocess the dataset to obtain the
point cloud and the corresponding ground-truth texture, re-
sulting in point-texture pairs. Specifically, we utilize mesh-
sampling [20] to sample 100K points along with their cor-
responding texture from the provided mesh.

Implementation Details. To train the diffusion models,
we organize the point cloud and ground-truth texture into an
octree structure with a tree depth of 12. The models are then
trained for 2, 000 epochs, employing the AdamW optimizer
with a fixed learning rate of 1e− 4 and a batch size of 128.
In our training process, we follow the approach suggested
by [1, 43] by predicting the clean signals instead of the
noise components, which leads to more stable training.

Baselines. We conducted comparisons between our
method and several state-of-the-art methods in the context
of unconditional generation, namely Texturify [32], Texture
Fields [24], Point-UV [43] and Text2Tex [8]. When evaluat-
ing Text2Tex [8] in the context of unconditional generation,
we employ a general prompt in the form of a “category” for
all samples within a specific category. Furthermore, we also
compared our method with Point-UV [43] and Text2Tex [8]
in the context of text-conditional generation.

Evaluation metrics. We utilize commonly used met-
rics for evaluating the performance of generative models,
specifically, the Fréchet Inception Distance (FID) [16] and
Kernel Inception Distance (KID) [3], which measure image
quality and diversity.

4.2. Unconditional Generation

We showcase our unconditional texture generation results
on ShapeNet [6]. Figure 4 illustrates the remarkable perfor-
mance of our method. The textures are realistic and main-
tain the local 3D consistency.

Quantitative evaluations. We quantitatively evaluate
our method with comparisons against the state-of-the-art
methods. For a fair comparison, all experiments follow
the standard evaluation protocol, i.e., FID [16]and KID [3].
Specifically, we render images of the textured shapes pro-
duced by each method at a resolution of 512 × 512 from
4 random viewpoints. It is important to note that the gen-
eration time for a single object in Text2Tex [8] is approx-
imately 15 minutes. Due to this time constraint, we ran-
domly selected 150 samples from each category in the test
set for evaluation. To ensure a fair comparison, our method
utilized the same settings as Text2Tex [8], i.e., randomly
rendering 20 views for evaluation. We use a “*” as the
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Figure 4. The unconditional texture generation of TexOct. The results demonstrate that TexOct can generate realistic and diverse textures.

Methods Average Chair Car Table Bench
FID↓ KID↓ FID↓ KID↓ FID↓ KID↓ FID↓ KID↓ FID↓ KID↓

Texture Fields [24] 70.07 5.47 24.24 1.07 156.38 13.64 68.96 4.2 62.71 2.96
Texturify [32] - - 28.80 1.32 73.16 4.71 - - - -
Point-UV (1-Stage) [43] 57.69 4.20 17.88 0.77 171.44 15.31 15.94 0.52 25.30 0.21
Point-UV (2-Stage) [43] 17.31 0.30 9.88 0.22 26.89 0.68 9.63 0.15 23.09 0.15
Ours 14.75 0.13 9.46 0.18 21.53 0.10 7.92 0.09 20.08 0.13

Text2Tex* [8] 53.22 0.79 56.89 0.86 46.91† 0.44† 55.86 0.98 53.82 0.88
Ours* 38.11 0.14 46.14 0.27 28.13 0.07 43.86 0.16 34.31 0.07

Table 1. Comparison against state-of-the-art methods on ShapeNet [6]. We report the FID and KID (×102) metrics. “*” denotes that we
randomly select 20 samples from each category and render 20 views for evaluation. “†” denoets the results provided in their paper.

identification. The comparable results are summarized in
Table 1, from which we draw the following observation.

Across all categories, our method obtains competitive
performance in terms of FID [16] and KID [3]. Notably,
it outperforms the leading competitor, Point-UV (stage-
2) [43], by an average of 2.56 in FID and 0.17 in KID.
Similarly, our method surpasses Text2Tex [8] by an aver-
age improvement of 15.11 in FID and 0.65 in KID. These
improvements indicate that our method excels at generat-
ing highly realistic textures. Furthermore, we compare our
method and Point-UV (1-Stage) [43], which utilize 4096
points resulting in rough textures. Our method exhibits sig-
nificant advantages in both two indicators. This can be at-
tributed to its effective utilization of a dense point cloud to
generate finer textures within a single stage.

Method Average Chair Car Table Bench

Point-UV [43] 19.3% 12.2% 33.4% 17.8% 13.8%
Ours 80.7% 87.8% 66.6% 82.2% 86.2%

Table 2. Percentage of preference for two methods in a user study.
Users more favor our method.

User study. We conducted a user study to assess the
quality of the synthesized textures. We randomly present
users with 25 pairs of renders for each category, compar-
ing textures generated by Point-UV [43] and our method.
In total, there are 100 pairs. Participants are requested to
choose the one that is more realistic and finer. We collect
a total of 2000 responses from 20 users. The preferences
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gathered from the study are summarized in Table 2. Com-
paring our method to Point-UV [43], we observe that our
method is preferred by users, with an average preference
rate of 80.7%. This result highlights the effectiveness of
our approach in generating high-quality textures.

Figure 5. Qualitative comparison with the state-of-the-art method.
Our method generates realistic and diverse textures.

Qualitative evaluations. We compare our qualitative re-
sults on ShapeNet [6] against the state-of-the-art method in
Figure 5. Our method not only generates detailed and real-
istic textures but also exhibits a rich diversity. For example,
in the case of bench, our method generates textures with a
rich variety of colors, resulting in a distinct boundary be-
tween the bench surface and its legs.

4.3. Text-conditional Generation

We showcase our method’s ability to generate conditioned
textures using text prompts. We conduct experiments
specifically on the chair and table categories. The text-
shape pairs provided in [9] serve as our dataset. To incor-
porate condition-specific information into the network, we
leverage the pre-trained vision-language model CLIP [26]
to extract the corresponding embedding from the text
prompt. This ensures that the specific textual context during
texture generation informs our network.

Figure 6 demonstrates the impressive performance of our
method in generating textures that closely align with the
given text descriptions. The generated textures accurately
capture the desired visual attributes specified in the text.
This showcases the effectiveness and capability of our ap-
proach in synthesizing textures that represent the intended
visual characteristics.

Figure 6. The text-conditional texture generation of TexOct. The
generated texture effectively captures the semantic information of
the text prompt.

Figure 7. Comparison with the state-of-the-art method for text-
conditional generation. Our method generates high-quality and
high-frequency textures.

In Figure 7, we compare our qualitative results against
text-driven baselines. In comparison with Point-UV [43]
and Text2Tex [8], our method generates finer and more con-
sistent textures. The textures generated by the compared
methods exhibit local texture inconsistency, blurriness, and
a lack of high-frequency patterns. Our method excels in
synthesizing more 3D consistent textures with cleaner and
more local details.

Depth Training time Rec-error FID↓ KID↓

10 5 0.020 26.06 0.30
11 7 0.011 23.21 0.21
12 19 0.006 23.67 0.13
13 57 0.002 28.19 0.48

Table 3. Evaluation on bench under different octree depth. We
evaluate the training time (second/epoch), Reconstruction error
(Rec-error), FID and KID.
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4.4. Image-conditional Generation

In this section, we additionally showcase our method’s abil-
ity to generate textures conditioned on a single-view im-
age. We conduct our experiments on the chair and table
categories. For the image condition, we randomly render
a view from the ground-truth mesh [43]. To infuse the
network with image-specific information, we use the pre-
trained vision-language model CLIP [26] to extract the cor-
responding embedding form the given image. Please refer
to the supplementary material for details.

4.5. Analysis of Hyper-parameters

Representing point clouds as octrees is a key component
of TexOct. As outlined in Section 3.2, the resolution of the
octree is determined by the depth parameter L. On the other
hand, the representation of 3D objects is influenced by the
number of sampled points. In this section, we explore the
effects of octree depth and the number of sampled points
on the texture generation process. Specifically, we conduct
experiments on bench category from ShapeNet [6]

Octree depth. In Table 3, we keep the number of sam-
pled points fixed at 100K and vary the octree depth from 10
to 13. We make three observations.

Firstly, we observe that as the depth of the octree in-
creases, the training time for one epoch also increases sig-
nificantly. This is because the number of layers in the octree
grows exponentially, resulting in longer training times.

Secondly, the reconstruction error decreases as the oc-
tree depth increases. This indicates that a higher depth al-
lows for a more detailed representation of the point cloud,
leading to a more accurate reconstruction.

Lastly, we observe that as the depth increases, the FID
and KID initially decrease and then increase. This trend in-
dicates that the octree depth has a two-fold impact on the
TexOct. On the one hand, increasing the depth approxi-
mately results in a higher resolution, enabling the model
to learn more realistic and distinct textures. This can be
beneficial in capturing finer details and improving the qual-
ity of the generated textures. On the other hand, an overly
large depth may cause the model to over-fit the training set,
leading to a decrease in generalization performance. This
suggests a trade-off between the depth of the octree and the
model’s ability to generalize to unseen data.

Based on the above observations, we comprehensively
consider training time, reconstruction error, and perfor-
mance of texture generation and ultimately chose to set the
depth to 12. This depth setting is consistently applied to
other categories.

Point number. In Figure 8, we keep the octree depth
fixed at 12 and increase the sampled point number from
10K to 200K. We draw the following observations. When
the number of sampled points is set to 10K, we observe that
the octree size is the smallest compared to other scenarios.
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Figure 8. Evaluation on bench. We analyze our method’s average
octree size (MB), FID, and KID(×103) under various numbers of
sampled points.

However, the performance in terms of FID and KID met-
rics is relatively lower compared to other cases. It indicates
that 10K points is insufficient to accurately capture the intri-
cate surface details of 3D models, leading to subpar texture
generation. As the number of sampled points increases, we
observe a gradual decrease in the FID and KID metrics un-
til they converge. However, the octree size also increases
rapidly. This indicates that a larger number of points allows
for a more precise representation of the 3D object’s surface.
Nevertheless, continuously increasing the number of points
can only lead to limited performance improvements, but it
significantly increases the cost of building an octree, specif-
ically by consuming more GPU memory. Finally, we set the
number of sampled points to 100K.

5. Conclusion
This paper presents a novel approach for directly generat-
ing 3D textures within 3D space. Our method begins by
representing the point cloud as an octree structure, which
effectively leverages the abundant surface data of 3D ob-
jects to capture 3D consistency accurately. Then, we pro-
pose an octree-based diffusion model called TexOct, which
performs DDPM process on the constructed octree. TexOct
gradually reduces the texture noise of the octree node and
synthesizes a realistic texture that aligns with the 3D model.
The experimental results demonstrate that our method ex-
cels in both unconditional and text-conditional texture gen-
eration, yielding high-quality 3D textures that are well-
received by users.

Limitation. In TexOct, we utilize dense point clouds
to generate high-quality texture for 3D models. How-
ever, introducing some additional 3D information may fur-
ther enhance the performance, such as normal, curvature,
Laplace–Beltrami operator, etc. We will explore these as-
pects in future work.
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