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Abstract

We propose an unsupervised method for parsing large
3D scans of real-world scenes with easily-interpretable
shapes. This work aims to provide a practical tool for an-
alyzing 3D scenes in the context of aerial surveying and
mapping, without the need for user annotations. Our ap-
proach is based on a probabilistic reconstruction model
that decomposes an input 3D point cloud into a small set
of learned prototypical 3D shapes. The resulting recon-
struction is visually interpretable and can be used to per-
form unsupervised instance and low-shot semantic segmen-
tation of complex scenes. We demonstrate the usefulness
of our model on a novel dataset of seven large aerial Li-
DAR scans from diverse real-world scenarios. Our ap-
proach outperforms state-of-the-art unsupervised methods
in terms of decomposition accuracy while remaining vi-
sually interpretable. Our code and dataset are available
at https://romainloiseau.fr/learnable-
earth-parser/.

1. Introduction
Modern aerial 3D scanning technologies open up unprece-
dented opportunities for environmental monitoring and eco-
nomic intelligence. However, their practical use remains
challenging due to the complexity of real-world scenes, the
diversity of usage scenarios, and the difficulty of annota-
tion. Therefore, our aim is to develop an approach that
could help perform diverse tasks—from counting trees in
a forest or identifying the various components of a factory
to measuring the surface of greenhouses or monitor urban
growth—all without human supervision.

To do so, we address two important limitations of exist-
ing 3D deep learning methods. First, they are often primar-
ily designed, trained, and tested on synthetic [7, 46, 59, 72]
or highly curated data [2, 30, 39], which fail to capture the
endless variability of the real world. Moreover, they often
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Figure 1. Learnable Earth Parser. Our unsupervised method
takes large aerial 3D scans as input and model them with a small
set of learned 3D prototypes. Our approach is trained without an-
notation and produce legible decompositions of complex scenes,
which can be used for semantic and instance segmentation.

assume that annotations are available for tasks of interest.
Second, even unsupervised approaches [1, 77] often rely on
learning abstract feature representations, making them dif-
ficult to interpret [76]. Although some work has attempted
to decompose 3D shapes into meaningful components with-
out supervision [11, 43, 53, 67], they were all designed on
simple synthetic shapes and none generalizes to real data.

To overcome these limitations, we present the Learn-
able Earth Parser, an unsupervised deep learning method
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Figure 2. Method Overview. Our model approximates an input point cloud X with S slot models. Each slot maps X to an affine 3D
deformation Ts(X), a slot activation probability αs, and the joint probabilities β1

s ,⋯, β
K
s of the slot being activated and choosing one of

the K learnable prototype point clouds P1,⋯,PK . The outputMs(X) of an activated slot s is obtained by applying the transformation
Ts(X) to its most likely prototype. Non-activated slots do not contribute to the output.

designed to decompose large-scale 3D point clouds into in-
terpretable parts. Our model learns a small set of 3D pro-
totypical shapes that are selected, positioned, rotated, and
resized to reconstruct an input point cloud. We introduce
a novel probabilistic formulation that enables the design of
a reconstruction loss for learning jointly the 3D prototypes,
but also to select and position them.

To evaluate the effectiveness of our approach, we cre-
ated a new open-access dataset consisting of 7 aerial Li-
DAR scans, covering 7.7km2 and containing 98 million
3D points with annotations in diverse urban and natural
environments. Our results demonstrate that the Learnable
Earth Parser learns decompositions superior to traditional
and deep learning baselines, leading to convincing perfor-
mance for semantic and instance segmentation, as shown
in Figure 1. We believe that our contributions provide re-
searchers and practitioners with new tools and resources to
tackle the challenges of real-world 3D data.

2. Related work
Our proposed unsupervised method uses point cloud re-

construction as a proxy to learn to decompose large aerial
point clouds and is evaluated on a novel and diverse dataset
of 3D scans. In the following, we briefly present related
works for primitive-based point cloud decomposition, au-
tomatic decomposition of LiDAR data, and an overview of
existing aerial LiDAR datasets.

Primitive-based point cloud decomposition. Modeling
shapes as a set of primitives such as generalized cylin-
ders [5] or superquadrics [3] has a rich history in vision
and graphics [26]. Classical applications include reverse
engineering [4], shape completion [61, 66], and shape edit-
ing [14]. A variety of methods have been developed to
find primitives in unstructured 3D scenes, including seed
growing techniques [33, 34], genetic algorithms [8], ap-
proaches [17, 38, 56, 60] based on RANSAC [13], and prob-
abilistic methods [40, 71].

For this problem, like for many others in computer vi-
sion, deep learning has become the dominant paradigm.
However, supervised methods [36, 80] are limited by the
availability of annotated datasets. Following the semi-
nal work of Tulsiani et al. [67], unsupervised approaches
that simply rely on a reconstruction loss to learn prim-
itive decomposition are the most common and the most
closely related to our work [53, 55]. An important chal-
lenge for these approaches is to model a variable number
of primitives. This has been addressed using recurrent net-
works [35, 62, 80], capsule networks [78], reinforcement
learning strategies [67] or, most similar to our approach,
computing the Chamfer distance based on a probabilistic
model [53]. Our work is also related to approaches that
learn prototypical shapes instead of being restricted to a pre-
defined family of parametric primitives [11, 43].

However, most of these methods are designed, trained
and evaluated on well-curated synthetic object datasets,
such as ModelNet [72], ShapeNet [7], or D-FAUST [6], and
are typically designed to handle single objects from known
categories. In contrast, our approach can handle complex
scenes composed of many objects with significant variety.

Decomposition of LiDAR scans. Automatically decom-
posing large LiDAR scans poses unique challenges due to
their size and diversity [73]. Some previous approaches use
simple shape primitives, such as lines [10, 21], planes [16,
19, 51], or volumes [37], but these may not be flexible
enough to capture the complexity of real-world scans. Other
approaches are designed for specific object classes, like
trees [47] or buildings [24, 32], but they are limited in their
ability to represent a wide range of shapes. In contrast,
our Learnable Earth Parser overcomes these limitations by
learning ad-hoc prototypes for each new scene, ensuring
both expressivity and adaptability. LiDAR data are often
treated as digital elevation models, i.e. images with pixel
elevations [20, 23, 42]. Thus, our work is related to image-
based primitive prediction [22, 29, 54, 57] and unsupervised
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multi-object image segmentation [41, 49, 64, 75]. However,
3D point clouds have higher precision and can better repre-
sent multi-layered structures such as forest areas.

Aerial LiDAR datasets. The increased availability of
aerial LiDAR technology has led to the multiplication of
open datasets [15, 52, 74, 79] of varying sizes from 1 to 10
km2 [63, 68]. However, these scans are limited to dense ur-
ban environments and do not capture the challenge of mod-
eling diverse terrains. Some specialized datasets focus on
forested areas [27, 70]. Our proposed dataset is of similar
scale, spanning 7.7km2, but covers a variety of urban, nat-
ural, and rural scenes, making it more representative of the
diversity of possible usage scenarios.

3. Method
Our goal is to learn to break down a point cloud into simpler
and more easily understandable components. To achieve
this, we propose an analysis-by-synthesis approach where
we train a highly-constrained model M to approximate a
point cloud as a combination of learned 3D shapes.

3.1. Probabilistic Scene Reconstruction Model

As illustrated in Figure 2, our model first selects up to S
shapes from K learnable 3D shapes, then positions and de-
forms them to best approximate an input point cloud X.
We propose a probabilistic formulation of the selection pro-
cess, which can be seen as an extension of the model of
Paschalidou et al. [53] to multiple free-form shapes instead
of a single parametric family.

Learnable shape prototypes. Following Loiseau et
al. [43], we define K point clouds P1,⋯,PK that we re-
fer to as prototypes. Each prototype is meant to represent a
single instance of a recurring 3D structure in the considered
scene. The points’ coordinates are free parameters of the
model and learned directly.

Scene reconstruction model. Our full model M is the
combination of S reconstruction modelsMs, which we re-
fer to as slots in analogy to the Slot Attention approach [41].
Each slot contributes to the final reconstruction only if it is
activated. Slot activation is determined by a binary variable
as: Ms is activated if and only if as = 1. The output of
M(X) is the combination of the reconstructions from all
activated slots:

M(X) = ⋃
s=1⋯S
as=1

Ms(X) . (1)

Each slot model outputs a point cloud which is the defor-
mation of one learnable prototype chosen from P1,⋯,PK .

Windturbines Forest

Crop Fields Urban Power Plant

Greenhouses Marina

Figure 3. Earth Parser Dataset. Our dataset contains 7 scenes
representing various urban and natural environments acquired by
aerial LiDAR. The illustration of the power plant and the green-
houses display the complete scenes, while other ones display a
subset of each scene (between 25 and 50% of the total area).

We associate to each slot s a network Ts which maps X
to an affine transformation in 3D space Ts(X). The out-
put Ms(X) of slot s is determined by a variable bs ∈
{1,⋯,K}. If bs = k, then the output of Ms(X) is Yk

s ,
the result of applying the transformation Ts(X) to the pro-
totype Pk:

Yk
s = Ts(X)[Pk] . (2)

Please note that Yk
s is a function of X. However, to keep

our notations simple, we omit this dependence.

Probabilistic modeling. We make our reconstruction
model probabilistic by modeling a and b as random vari-
ables following (multi-)Bernoulli distributions. We call αs

the probability that slot s is activated and βk
s the probability

that it is activated and selects the prototype k:

p(as = 1) = αs , p(as = 1, bs = k) = βk
s . (3)

For each slot s, we predict the vector (1 − αs, β
1
s , ...β

K
s )

with a neural network taking the point cloud X as input and
finishing with a softmax layer. Again, we don’t write the
dependency of the αs and βs on X explicitly to simplify the
notations. The complete modelM(X) and the slots models
Ms(X) can now be seen as random variables, producing
different potential reconstructions with probabilities given
by α and β. During inference, we consider only slots with
αs > 0.5 and select the prototype with highest βk

s . However,
during training, we compute all reconstructions Yk

s .

3.2. Training Losses

Given a large 3D scene, we train our model by sampling
square patches X from the scene. For each batch of patches,
we minimize a loss composed of a reconstruction loss Lrec
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and several regularization terms Lreg implementing differ-
ent priors:

L(M) = EX [Lrec (M,X)] +Lreg (M) . (4)

Reconstruction loss. We define the reconstruction loss
Lrec as the sum of two losses:

Lrec(M,X) = Lacc(M,X) +Lcov(M,X) . (5)

Lacc encourages likely reconstructions of M(X) to accu-
rately approximate X, and Lcov ensures coverage, i.e., that
each point of X is well-reconstructed by at least one acti-
vated model. We define each term using the asymmetric
Chamfer distance d between two point clouds X and Y:

d(X,Y) = 1

∣X∣ ∑x∈X
min
y∈Y
∣∣x − y∣∣22 , (6)

with ∣.∣ the number of points in a point cloud. We write
d(x,Y) the distance between the point x and its closest
point in Y.

We define Lacc as the average over all slots s of the ex-
pected distance betweenMs(X) and X:

Lacc(M,X) = 1

S

S

∑
s=1

Eas,bs [d (Ms(X),X)] (7)

= 1

S

S

∑
s=1

K

∑
k=1

βk
s d (Yk

s ,X) . (8)

Conversely, we define Lcov as the average over all points
x of X of the expected distance between x and its closest
point in the reconstruction:

Lcov(M,X) = 1

∣X∣ ∑x∈X
Ea,b [ min

s∣as=1
d (x,Ms(X))] . (9)

Following the ideas of Paschalidou et al. [53], we first
define ∆(x, s) as the expected distance between x and
Ms(X) conditionally to the slot s being activated:

∆(x, s) = Ebs∣as=1 [d (x,Ms(X))] (10)

= 1

αs

K

∑
k=1

βk
s d (x,Yk

s ) . (11)

Next, we compute for each point x a permutation σx of
[1, S] such that ∆(x,σx(s)) is non-decreasing, i.e.:

∆ (x,σx (1)) ≤ ⋯ ≤∆ (x,σx (S)) . (12)

If s is the closest activated slot to x, then all the slots closer
to x must be deactivated. This observation leads us to
rewrite Lcov as follows:

Lcov(M,X)= 1

∣X∣ ∑x∈X

S

∑
s=1

∆(x, s)αs∏
r<σx(s)
(1 − ασ−1x (r)) , (13)

with σ−1 the inverse permutation of σ.

Regularization losses. As is often necessary with fully
unsupervised reconstruction methods [43, 48, 49], we de-
fine several regularization losses implementing priors on the
model output to prevent degenerate local minima:
• To encourage the slot activation to be sparse, we use the
following loss penalizing slot activation:

Lact(M) =
S

∑
s=1

EX [αs] . (14)

• To avoid slots and prototypes that are never used, we use
the following losses, which we compute batch-wise:

Lslot(M) = −
S

∑
s=1

min( EX [αs]
∑S

t=1EX [αt]
, ϵS) , (15)

Lproto(M) = −
K

∑
k=1

min
⎛
⎝
EX [∑S

s=1 β
k
s ]

∑S
s=1EX [αs]

, ϵK
⎞
⎠
, (16)

with ϵS and ϵK hyperparameters setting the smallest accept-
able relative use frequency for a slot or prototype.

The full regularization loss is a weighted sum of the three
losses described above:

Lreg = λactLact + λslotLslot + λprotoLproto , (17)

where we use λact = 10−4, λslot = λproto = 0.1 and ϵS = ϵK =
0.1 in all our experiments on the Earth Parser Dataset.

3.3. Training and Implementation Details

Model configuration. We process the input point cloud
X using a similar architecture as in [53]. We first voxelize
it with a 64 × 64 × 64 grid and map it to a vector using a
sequence of 6 3D sparse convolutions [9] and 6 strided con-
volutions. The resulting representation is then transformed
using one linear layer for each slot. These features are de-
coded by simple 2-layer MLPs: one generates the distribu-
tion parameters αs and βk

s , and the other ones the parame-
ters of the 3D transformations Ts(X). The transformations
include an anisotropic scaling, a y-axis tilt of ±π/10, a ro-
tation around the z-axis, and a translation, in this specific
order. We use S = 64 slots and K = 6 prototypes as default
parameters. See the supplementary material for details.

The intensity of the return signal of each point is avail-
able in the LiDAR scans. We associate each prototype
with a single learnable intensity parameter and perform the
Chamfer distance (Equation 6) in 4 dimensions: spatial co-
ordinates normalized to [0,1]3 and intensity to [0,0.1].

Curriculum learning. The network predicts simultane-
ously the slot’s probability distributions and their deforma-
tions. This results in many concurrent degrees of freedom
and can make the training process unstable. Therefore, fol-
lowing Monnier et al. [49] and Loiseau et al. [43], we im-
plement a multi-stage curriculum learning strategy. We first
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Input RGB Input Intensity Ours DTI-Sprites[49] AtlasNet v2 [11] SuperQuadrics [53]

Figure 4. Reconstruction Quality. We show two partial scenes with their RGB and intensity values, as well as their reconstruction by
our method and competing models. We use the prototypes’ intensity to color the points or pixels. As SuperQuadrics does not model the
intensity, we use a random colour for each quadric.

initialize the prototypes as point clouds uniformly sampled
from a random cuboid and gradually unfreeze the model pa-
rameters in the following order: (i) translation, rotation, tilt,
slot activation, and choice of prototype; (ii) intensities of
the prototypes, when available; (iii) scales of the prototypes;
(iv) positions of the prototypes’ 3D points; (v) anisotropic
scalings of the prototypes. As shown in Section 4, each step
of this curriculum scheme improves the performances.

Prototypes selection. We automatically select the num-
ber of prototypes for a complete scene using a simple
greedy algorithm. We measure the increase of reconstruc-
tion loss when preventing the model from selecting each
prototype individually. We remove the prototype with the
lowest increase if it is lower than 5%, and iterate.

Implementation details. Our model is trained separately
for each scene by randomly sampling square patches. Dur-
ing training, the patches are subsampled to a maximum 105

points. Each stage of the curriculum is trained until conver-
gence. We use the ADAM optimizer [28] with a learning
rate of 10−4 and default parameters. See the supplementary
material for preprocessing, training and evaluation details.

4. Results
In this section, we assess the ability of our method to parse
complex 3D aerial data. We give in Section 4.1 an overview
of our proposed dataset of aerial LiDAR scans. In Sec-
tion 4.2, we then discuss our evaluation metrics and base-
lines. Finally, we present a quantitative (Section 4.3) and
qualitative (Section 4.4) analysis of our results.

4.1. Earth Parser Dataset

We introduce a new dataset to train and evaluate parsing
methods on large, uncurated aerial LiDAR scans. We use
data from the French Mapping Agency associated to the

LiDAR-HD project [45]. Each scan is composed of several
airborne LiDAR acquisitions taken at different angles, lead-
ing to a minimum resolution of 20 points/m2. The points
are associated with their laser reflectance (intensity), and
colorized based on asynchronous aerial photography.

We selected 7 scenes, covering over 7.7km2 and a total
of 98 million 3D points, with diverse content and complex-
ity, such as dense habitations, forests, or complex industrial
facilities. We associate most 3D points with a coarse se-
mantic label, such as ground, building, or vegetation. The
characteristics of the scenes are detailed in Table 2 and each
is visualized in Figure 3.

4.2. Evaluation Metrics and Baselines

We quantitatively evaluate the performances for reconstruc-
tion and semantic segmentation of our model and several
unsupervised scene decomposition approaches.

Evaluation metrics. As our goal is to summarize a point
cloud using few prototypes, the quality of the reconstruc-
tion is critical. We measure it with the symmetric Chamfer
distance (“Cham.” in the Tables) between the input and the
output point clouds of our model.

By associating a class to each prototype’s points, we
can propagate labels from the reconstruction to the input
cloud and perform semantic segmentation. We evaluate
the quality of this segmentation with the class-averaged
Intersection-over-Union (mIoU) metric.

In a practical scenario, an operator can manually anno-
tate the points of the 3D prototypes, allowing for the seg-
mentation of the entirety of X with minimal effort. To
perform automatic evaluation, we follow the standard prac-
tice for evaluating clustering and unsupervised segmenta-
tion methods [25, 31, 48]: we assign to each prototype’s
point the most frequent class of its closest point of the input
after the reconstruction.
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Table 1. Results on the Earth Parser Dataset. We report the quality of the reconstruction (Cham.) and semantic segmentation (mIoU) on
each of the scenes of our Earth Parser Dataset. While our method does not always provide the most faithful reconstructions, it leads to the
most accurate point classification.

Rec
.

Sem
an

tic Crop Fields Forest Greenhouses Marina Power Plant Urban Windturbines

Cham. mIoU Cham. mIoU Cham. mIoU Cham. mIoU Cham. mIoU Cham. mIoU Cham. mIoU

k-means (i,z) [44] ✗ ✓ — 93.8 — 71.5 — 39.3 — 41.4 — 42.8 — 56.5 — 87.6
SuperQuadrics [53] 3D ✗ 0.86 — 1.04 — 0.60 — 0.93 — 0.58 — 0.40 — 13.5 —
DTI-Sprites [49] 2.5D+i ✓ 6.10 83.2 14.59 40.2 5.36 42.0 6.16 41.4 5.36 29.0 2.99 47.3 36.19 25.9
AtlasNet v2 [11] 3D+i ✓ 1.07 43.1 1.58 71.4 0.56 49.1 0.73 42.1 0.45 41.6 0.63 48.8 9.47 48.1
Ours 3D+i ✓ 0.72 96.9 0.88 83.7 0.40 91.3 0.82 78.7 0.44 52.2 0.29 83.2 6.65 93.4

Table 2. Earth Parser Dataset. Our proposed dataset is composed
of 7 diverse scenes acquired by aerial LiDAR.

Name Surface # points annotation num. of
in km2 ×106 ratio in % classes

Crop Fields 1.1 19.7 77.4 2
Forest 1.1 46.7 97.8 2
Greenhouses 0.1 1.3 95.6 3
Marina 0.1 0.5 92.7 2
Power Plant 0.2 8.6 78.4 4
Urban 1.1 15.7 95.9 3
Windturbines 4.2 5.6 99.8 3

Total 7.7 98.3 91.6 —

Baselines. We adapt several unsupervised approaches for
scene reconstruction and/or semantic segmentation tasks to
provide comparisons for our approach:
• k-means. We cluster the points of the input with the k-
means algorithm [44] using as many clusters as we use pro-
totypes. We obtain the best results by using a combination
of the point’s intensity and elevation as features for cluster-
ing. We then assign to each centroid its most frequent class,
and propagate this label to the entire cluster, leading to a se-
mantic segmentation. This method does not reconstruct the
input, but gives us a simple and surprisingly strong baseline
for semantic segmentation.
• SuperQuadrics revisited. We use the method of
Paschalidou et al. [53] to learn to approximate scenes with
an adaptive number of superquadrics [3]. It provides a base-
line for reconstruction and a qualitative comparison for in-
stance segmentation, shown in supplementary material.
• DTI-Sprites. We use the point cloud to construct a digi-
tal elevation model, i.e. a 2.5D image of resolution 32 × 32
where each pixel has an elevation and intensity value. We
adapt the unsupervised image decomposition approach of
Monnier et al. [49] to break down this image into a set of
2.5D sprites. We evaluate the reconstruction and segmen-
tation by sampling 25 3D point per pixel, transferring the
pixel’s label to the points, and interpolating their elevations.
• AtlasNet v2. This extension [11] of AtlasNet [18] uses a
fixed number of learnable prototype point clouds to recon-

Table 3. Ablation Study. We evaluate the effect of our prototype
selection post-processing, our model’s degrees of freedom, and
our different regularization losses.

Urban Marina

Cham. mIoU Cham. mIoU

Learnable Earth Parser 0.29 83.2 0.82 78.7
w/o post-processing 0.28 83.7 0.96 78.3

ex
pr

es
si

vi
ty w/o aniso-scale 0.33 82.4 1.04 67.2

w/o prototypes 0.36 68.3 1.07 42.8
w/o scales 0.55 58.9 1.33 40.8
w/o intensities 0.55 58.7 1.09 40.8

lo
ss

es

w/o Lact 0.17 54.1 0.80 56.9
w/o Lslot 0.25 77.8 0.81 43.7
w/o Lproto 0.28 57.2 0.97 40.7

struct its input. It can be evaluated for both reconstruction
and semantic segmentation in a way similar to ours. We ex-
tend it to handle intensity in a manner akin to our approach,
which improves its segmentation results.
Similar to our method, we train all baselines except k-means
by sampling square patches in each scene. Figure 4 shows
the output of the reconstruction methods.

4.3. Quantitative Results

We compare the performance of our approach with the pro-
posed baselines on the Earth Parser Dataset, as well as two
publicly available datasets.

Earth Parser Dataset. We provide quantitative recon-
struction and semantic segmentation results in Table 1, and
illustrations in Figure 4. Despite being highly constrained,
our model yields the best reconstruction in 6 out of 7 scenes.
Moreover, we significantly outperform the other methods
for semantic segmentation across all scenes.

Despite its simplicity, the k-means baseline provides
strong semantic segmentation performance, beating the
other baselines in 5 of 7 annotated scenes. DTI-Sprites [49]
has lower reconstruction and segmentation quality, which
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Table 4. Synthetic Shapes. We train our method on all planes
from ShapeNet-Part [58], with random rotations around z-axis.
We show the reconstruction of an input plane and the prototypes
learned on the dataset.

AtlasNet v2 [11] SuperQuadrics [53] Ours

Recons.

Protos. —

Cham. 1.46 2.91 1.34
mIoU 34.5 — 68.6

Cham. mIoU

k-means (i,z) [44] — 52.7
Superquadrics [53] 0.33 —
DTI-Sprites [49] 2.25 53.6
AtlasNet v2 [11] 0.31 54.9
Ours 0.29 82.7

Figure 5. Results on DALES [68]. We report quantitative and
qualitative results for one tile from DALES.

is expected as it models a 3D point cloud in 2.5D. Atlas-
Net v2 [11] provides good reconstructions but segmentation
fails for scenes such as Crop Fields or Urban due its inabil-
ity to adapt its prototype usage to the input. On the contrary,
SuperQuadrics [53] can adjust the number of superquadric
it uses and, to some degree, their shape. However, this
method uses a single parametric family for all prototypes
and fails to reconstruct complex real-world scenes such as
Power Plant. Thanks to its probabilistic slot selection, our
method can handle inputs with a varying number of objects
using only a small set of learned prototypical shapes.

Ablation study. We evaluate the impact of various com-
ponents of our model and report the results in Table 3. First,
we observe that the prototype selection post-processing has
limited impact on the quality of the prediction and recon-
structions, but allows us to adapt and significantly decrease
the number of prototypes used for each scene. Second,
we evaluate the impact of reducing the expressivity of our
model. We successively remove: (i) the anisotropic scal-
ing of T , and the possibility of learning the prototype’s (ii)
points position, (iii) scale, and (iv) intensity. As expected,
each degree if liberty removed decreases the quality of the
3D reconstruction and segmentation.

We study the impact of the different regularization in-
troduced in Section 3.2. The losses related to slot activa-
tion have a marginal effect on reconstruction quality but

significantly affect the performance of semantic segmenta-
tion. This suggests that using slots sparingly but equally is
important for prototypes to specialize for specific objects,
but is not necessary to the expressivity of the reconstruc-
tion model. The prototype activation loss prevents unused
and possibly degenerate prototypes and therefore improves
both segmentation and reconstruction.

We evaluate the impact of reducing the number of pro-
totypes or slots. When we set K = 3 instead of 6, the av-
erage semantic segmentation mIoU drops by 26.3 points,
while reconstruction is minimally affected, showing only
a 2.3% increase in Chamfer distance. Conversely, setting
S = 32 instead of 64 leads to a significant +47.3% increase
of Chamfer distance, with a modest drop 0.4 of semantic
segmentation mIoU. These findings highlight the impor-
tance of maintaining sufficient diversity in the prototypes
to enable specialization for different object types, whereas
the number of slots strongly influences the expressiveness
of the reconstruction model.

ShapeNet. We evaluate our model on 2690 planes from
ShapeNet-Part [58], whose points are annotated as wing,
engine, tail, or body. We randomly rotate the shapes
around the z-axis during training and evaluation. We re-
port in Table 4 the performances and reconstructions for
our approach, AtlasNet v2 [11], and SuperQuadrics revis-
ited [53]. Our method handle rotations better than Atlas-
Net v2, and manages to successfully locate the tail of the
planes. While SuperQuadrics’ reconstructions make sense
qualitatively, they are worse in terms of accuracy than ours,
and do not enable semantic segmentation.

DALES. We also train and evaluate our model on
DALES [68], a dataset of aerial LiDAR scans of urban
area, with a restricted class set: ground, vegetation, and
buildings. Our model significantly outperform competing
reconstruction-based approaches, and yields similar perfor-
mance than for the Urban tile of the Earth Parser Dataset;
see Figure 5.

4.4. Qualitative Results

Instance segmentation. We can perform instance seg-
mentation simply by considering each slot as a different
instance. This is particularly interesting for parsing natu-
ral woodlands, a key endeavor for forest management [50]
and biomass estimation [12]. While this task has a long his-
tory of handcrafted approaches [69], current deep learning
approaches are mostly limited to artificial or low-density
forests [65]. As shown qualitatively in Figure 6, our Learn-
able Earth Parser can learn without any supervision to sep-
arate individual trees in dense forests, or boats in a marina.
We evaluate quantitatively the performance of our model
in terms of instance segmentation, we counted manually 88
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Figure 6. Instance Segmentation. We can identify the recon-
struction of each slot as a separate instance, allowing us to per-
form instance segmentation of complex data such as dense natural
forests or a marina. For this visualization, we considered the points
associated to “trees” or “boat hull” prototypes and color each of
their instance randomly.

boat instances in 10 distinct portions of the Marina scene.
We then computed the Mean Relative Error (MRE) of the
prediction given by the number of boat-like prototypes (pro-
totype #3 in Figure 8) in these zones. Our method yields
a MRE of 7,4%, 2.6 times lower than DTI-Sprites [49],
demonstrating its strong performances.

Semantic segmentation. After annotating the prototypes,
our model can perform convincing semantic segmentation
of complex scenes, as shown in Figure 7.

Interpretable prototypes. In Figure 8, we show proto-
types learned on our Earth Parser Dataset with colors show-
ing the associated semantic label for each point. These pro-
totypes give at a glance insights on the content of these real-
world scenes. Our model is able to learn a wide variety of
shapes, such as boats’ masts, wind turbines, or greenhouses.
We also observe that the prototypes are typically associated
with a single object type. Empirically, the average class dis-
tribution of the nearest neighbors of each prototypes’ point
exhibits the same normalized entropy (0.22) as a Bernoulli
distribution with probability 0.964. The highly constrained
nature of the deformations T prevents slots from repurpos-
ing the same prototypes for different objects, making the
learned prototypes easy to identify and manually annotate.

5. Conclusion
We introduced a novel unsupervised method for parsing
complex real-world aerial scans into simple parts using a
small set of learned prototypical shapes. We demonstrate

Ground Truth Prediction
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Figure 7. Semantic Segmentation. Our model can perform se-
mantic segmentation of large real-world scene based on annotated
prototypes. Black points in the ground truth are unannotated.

Windturbines (3/5) Marina (3/3)

Power Plant (3/4) Greenhouses (3/4)

Figure 8. Learned Prototypes. We display three of the proto-
types chosen during the selection process for various scenes.

the quality and interpretability of our results on a novel
dataset of aerial LiDAR scans. To the best of our knowl-
edge, we are the first to demonstrate the possibility of per-
forming deep unsupervised 3D shape analysis on such a
challenging real-world dataset. We believe that our results
open new perspectives for computer-assisted environment
monitoring and economic intelligence.
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Jacquemoud, Gil Gonçalves, Carlos Alberto Silva, Paula
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