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Abstract

The modern surge in camera usage alongside
widespread computer vision technology applications
poses significant privacy and security concerns. Current
artificial intelligence (AI) technologies aid in recognizing
relevant events and assisting in daily tasks in homes, of-
fices, hospitals, etc. The need to access or process personal
information for these purposes raises privacy concerns.
While software-level solutions like face de-identification
provide a good privacy/utility trade-off, they present
vulnerabilities to sniffing attacks. In this paper, we propose
a hardware-level face de-identification method to solve this
vulnerability. Specifically, our approach first learns an
optical encoder along with a regression model to obtain a
face heatmap while hiding the face identity from the source
image. We also propose an anonymization framework that
generates a new face using the privacy-preserving image,
face heatmap, and a reference face image from a public
dataset as input. We validate our approach with extensive
simulations and hardware experiments.

1. Introduction
The widespread use of cameras, coupled with the ubiqui-
tous application of computer vision technology across var-
ious facets of our daily lives, has led to a significant and
increasing concern about privacy and security. Specifically,
current AI technology enables systems to recognize rele-
vant events and assist us in daily activities in homes, offices,
hospitals, etc. However, how can we ensure this technology
protects our privacy, especially when it needs to access or
process our personal information? This rising concern over
data privacy has led international entities like the European
Union to establish regulations for ensuring privacy [43].

Different studies have explored methods and applica-
tions for protecting privacy in computer vision. In general,
these studies can be divided into software and hardware-
level protection. Most methods operate at the software-
level since they directly work on already acquired high-
fidelity images. Prior approaches rely on domain knowl-
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Figure 1. Traditional vs. our proposed pipeline. (a) The tradi-
tional face de-identification pipeline is vulnerable to adversarial
attacks (�). (b) We propose to close the security gap and enhance
protection by learning privacy-preserving optics (�).

edge and hand-crafted approaches, such as pixelation, blur-
ring, and face/object replacement, to protect sensitive infor-
mation [24, 36, 52]. However, traditional anonymization
methods, such as face blurring, change the image seman-
tics, resulting in a significant detection performance drop
in downstream tasks such as face detection [15] and track-
ing [44]. Recent studies have shown that de-identifying
people in images, i.e., removing the identification character-
istics and generating virtual faces to replace these identities,
maintains the utility for downstream tasks [3, 14, 29, 48].

Unfortunately, these software-level solutions are vulner-
able to adversarial attacks that can get direct access to
the original privacy-sensitive images before the vision al-
gorithms process them (see Fig. 1 (a)). Consequently,
hardware-level privacy protection approaches are consid-
ered more secure, since they rely on the optical system to
add an extra layer of security by removing sensitive data
during image acquisition. Prior hardware-level methods in-
clude the use of low-resolution cameras [38], defocus lenses
[34], and depth cameras [41] to perform different computer
vision tasks like human action recognition and pose estima-
tion. Recent approaches employ the end-to-end and joint
optimization of the optics and vision task to promote pri-
vacy [12, 42]. With such approaches, it is possible to learn
a phase mask [40] to modulate the incident light field to fil-
ter out privacy-sensitive information before image capture.
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Paper Contribution. Among the privacy-preserving so-
lutions, face de-identification using generative adversarial
networks (GAN) provides the best privacy/utility trade-off.
However, current face de-identification methods operate at
the software-level, introducing a security gap between im-
age acquisition and algorithms (see Fig. 1 (a)). In this paper,
we develop a hardware-level face de-identification approach
to close the security gap as shown in Fig. 1 (b). In our study,
we observe that the learned optics filter out high-frequency
information from the image to protect privacy and promote
face misrecognition; however, low-frequency information
is preserved. Therefore, we first perform end-to-end train-
ing of our privacy-preserving computational camera (a.k.a
optical encoder) and a heatmap regression model to obtain
a face heatmap that conceals privacy-sensitive information
from the source image. Then, we train a GAN using the
acquired privacy-preserving image, the corresponding face
heatmap, and a reference face image from a public dataset
to generate a new synthetic face. The acquired privacy-
preserving image and the face heatmap conceal the true
identity of the source but provide general information that
allows our model to understand the global geometry (e.g.,
head position). On the other hand, the given reference im-
age is used to extract the specific style for the new face. We
summarize our contributions as follows: (i) We introduce a
full privacy-preserving framework for face de-identification
that addresses the security gap between image acquisition
and algorithms in traditional approaches. (ii) Our approach
consists of two integrated stages: First, we jointly optimize
the lens of a computational camera to encode the source
images such that the true identity of the person is con-
cealed, but important features are preserved to perform face
heatmap regression. Second, we use the acquired privacy-
preserving images, the corresponding face heatmaps, and
reference images from a public dataset to train a GAN to
generate a new face. (iii) We propose a facial expression
consistency loss and use an LPIPS-based loss term to im-
prove quality and promote the preservation of detailed ex-
pressions (like smiles) in the generated images. (iv) We
perform extensive simulations on FFHQ and CelebA-HQ
datasets to validate our proposed approach. Furthermore,
we build a prototype camera and perform hardware experi-
ments that match simulations.

2. Related Work

We categorize previous efforts in privacy-preserving vision
into two groups: software-level and hardware-level protec-
tion, where the latter is considered more robust to attacks.

2.1. Software-level Privacy Protection

In the literature, most privacy-preserving vision approaches
work at the software level. Specifically, such methods only

perform software-level processing on high-resolution im-
ages acquired by traditional cameras.
Non-generative Approaches. Traditional methods lever-
age domain knowledge and use hand-crafted techniques
such as blurring, mosaicing, masking, pixelation, and
face/object replacement to protect sensitive information
[1, 21, 24, 33, 36, 52]. These methods can successfully con-
ceal the identity of a person and private sensitive objects on
an image when the target to protect is known beforehand.
However, they also could introduce artifacts harming the
performance of downstream visual tasks [15].
GAN-based Face De-identification. On the other hand,
face de-identification using GAN provides a better pri-
vacy/utility trade-off than other approaches. These meth-
ods focus on generating virtual faces to replace the orig-
inal identity, preserving privacy and avoiding being recog-
nized by unauthorized users (adversaries/hackers) and com-
puter vision systems. Several methods in the literature
[3, 6, 14, 23, 27, 45, 48] are built on top of state-of-the-
art GAN networks like StyleGAN2 [18] and StarGAN2 [8]
given their impressive ability to capture the distribution of
the training samples and then generate good-looking face
images. Among prior works, DeepPrivacy [14] first extracts
the sparse facial key points from the image and masks the
face region with a constant value; then employs a Style-
GAN2 generator to in-paint a randomly generated face, pre-
serving the contextual and pose information. Similarly,
CIAGAN [29] also masks the source face region and uses a
conditional GAN to perform conditional identity swapping
by employing an identity discriminator to force the gener-
ator to synthesize a new face on the masked region. Most
recent approaches aim to improve the ability of the models
to generate better quality and natural-looking faces while
keeping similar privacy preservation results as CIAGAN
and DeepPrivacy [3, 23, 27, 48]. For example, Barattin et al.
[3] proposes to directly optimize the latent space to ensure
the identity is distant enough from the original image while
preserving some facial attributes. While these software-
level approaches preserve privacy in the final application,
the acquired images are not protected. This security gap
makes these methods vulnerable to adversarial attacks that
can get direct access to the original privacy-sensitive image
captures before the algorithms process them.

2.2. Hardware-level Privacy Protection

These approaches are considered more secure since they
rely on the optical system to add an extra layer of security
that removes sensitive data during image acquisition.
Fixed Optics. Prior methods include the use of low-
resolution cameras to capture images and videos, avoiding
the unwanted leak of identity information from human sub-
jects [37, 38]. Similarly, authors in [34, 35] propose optical
designs based on a defocusing lens to filter or block sensi-
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tive information directly from the incident light field before
sensor measurement acquisition and perform K-anonymity
to protect privacy. In particular, they show how to select a
defocus blur that provides a certain level of privacy over a
working region within the sensor size limits; however, only
using optical defocus for privacy may be susceptible to re-
verse engineering attacks [12, 13].
Learning Optics. Instead of using fixed optics privacy-
preserving cameras to acquire the data and then train al-
gorithms, the privacy/utility trade-off can be improved at
the hardware-level by approaches that jointly optimize the
optics and vision algorithms to directly filter sensitive data
and enhance utility in downstream tasks [12, 40]. Most re-
cent approaches learn a phase mask [12, 46] to modulate the
incident light field and filter out privacy-sensitive informa-
tion before image acquisition. This idea has been applied in
different tasks, such as human pose estimation [12], human
action recognition [13], image captioning [2], and passive
depth estimation [42]. Our proposed framework, developed
in the next section, uses privacy-preserving cameras to im-
prove privacy and close the security gap while preserving
the utility given by face de-identification methods. To the
best of our knowledge, this is the first work that learns optics
for the face de-identification task. Note that our framework
can be used with fixed optics cameras, e.g., low-resolution
cameras; however, learning the optics provides better con-
trol over privacy and utility, as we show in Section 4.

3. Proposed Methodology
We are interested in using privacy-preserving images to add
an extra layer of security to the face de-identification task.
Previous approaches [2, 12, 13] learn optics for a specific
task, and the utility of the acquired privacy-preserving im-
ages is limited only to this task. To overcome this limita-
tion, we propose to combine optics learning with a genera-
tive model to maximize utility in downstream tasks. Specif-
ically, the output of our framework is a realistic face image
that maintains the anonymity of the original person.

In general, our framework (Fig. 2) consists of two parts:
optics learning and new face generation. In the first part,
our strategy is to jointly optimize the camera optics and a
heatmap regression network to obtain a face heatmap while
ensuring privacy protection. Our key observation is that
we can learn the camera lens to degrade the image such
that the high-frequency information is filtered out, conceal-
ing the subject identity while preserving important features
to obtain a face heatmap. We can then leverage the face
heatmap to infer the global geometry information of the
original (source) image like head pose and eyes, nose, and
mouth position. In the second part, our main goal is to learn
the parameters of a conditional GAN to generate a new face
identity from the input privacy-preserving image, the face
heatmap, and a reference image.

3.1. Optics Learning

The main goal of the optical component in our proposed
approach (Fig. 2) is to design a phase mask to visually dis-
tort images by removing the high-frequency spatial infor-
mation and hence conceal privacy-sensitive attributes while
preserving useful information to extract a face heatmap.
Image Formation Model and Phase Mask Learning. We
adopt a similar strategy as previous works in [12, 13, 40] to
couple the modeling and design of two essential operators
in the imaging system: wave propagation and phase modu-
lation. We model the image acquisition process by defining
the point spread function (PSF) in terms of the lens sur-
face profile. This allows emulating the propagation of the
wavefront and training the parameters of the refractive lens.
Considering the Fresnel approximation and paraxial regime
[10] for incoherent illumination, we describe the PSF as:
H(u′, v′) = |F−1{F{P (u, v) ·W (u, v)} · T (fu, fv)}|2, (1)

where P (u, v) = Pt(u, v) · Pϕ(u, v), W (u, v) is
the incoming wavefront, T (·) represents the trans-
fer function with (fu, fv) as the spatial frequencies,
Pϕ(u, v) = exp(−ikϕ(u, v)) with ϕ(u, v) as the phase
mask and k = 2π/λ as the wavenumber, Pt(u, v) =
exp

(
−i k

2d (u
2 + v2)

)
denotes the light wave propagation

phase with d as the object-lens distance, F{·} denotes the
2D Fourier transform, and (u′, v′) is the spatial coordi-
nate on the camera plane. The values of ϕ(·) are modeled
via Zernike polynomials with ϕ(u, v) = R(

√
u2 + v2) ·

cos (arctan (v/u)), where R (·) represents the radial poly-
nomial function [22]. To train the phase mask values using
our model, we discretize the phase mask ϕ(·) as:

ϕ =

p∑
j=1

βjQj , (2)

where Qj denotes the j-th Zernike polynomial in Noll no-
tation, and βj is the corresponding coefficient [4]. Each
Zernike polynomial describes a wavefront aberration [22];
hence the phase mask ϕ is formed by the linear combination
of p aberrations. In this regard, the optical element parame-
terized by ϕ can be seen as an optical encoder, where the co-
efficients β = {βj}pj=1 determine the data transformation.
Therefore, our end-to-end training finds the coefficients β
that provide the maximum visual distortion of the scene but
allow extracting relevant features to obtain a face heatmap
via a regression network.

The sensing process of our camera can be modeled as
a shift-invariant convolution operation between the source
image (scene) and the PSF as:

y = C (H ∗ x) + η, (3)

where x represents the discrete color source image of the
person we want to protect; H denotes the discretized ver-
sion of the PSF [10] in Eq. (1); η represents Gaussian
noise in the sensor, and C(·) is the camera response func-
tion, which we assume linear. Please refer to our supple-
mentary for more details on our light propagation model.
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Figure 2. Our proposed face de-identification framework. We first jointly optimize the camera optics and a heatmap regression network
to obtain a face heatmap and conceal source image identity. Then, we train a GAN network to generate a new face identity using the
acquired image, the obtained heatmap, and a reference image. We leverage global geometry information (e.g. face pose and eyes, nose,
mouth position) from the acquired image and the heatmap while the style is extracted from the reference image.

Heatmap Regression Network. We adopt the same imple-
mentation as in [8], which is an adaptation from the Face
Alignment Network (FAN) [5] and the adaptive wing-based
heatmap [47]. This network consists of stacked Hourglass
(HG) [32] layers and coordinate convolutions (CoordConv)
[26], which encode coordinate information as additional
channels before the convolution operation. Given an image
y captured by our camera, we use the regression network U
to obtain a heatmap m = U(y) as shown in Fig. 2. This
heatmap fits the eyes, nose, mouth, and chin region and re-
trieves geometry information about the face.

3.2. Generative Network

To perform the face image generation, we use the genera-
tor, style encoder, and discriminator network architectures
from StarGAN2 [8]. Considering ω ∈ Ω as an arbitrary do-
main and given a privacy-preserving image y captured by
our camera as in Eq. 3, we first use an inversion encoder
E to map y to the latent space ȳ = E(y). Then, we want
the generator G to translate y into a new image G(ȳ, s,m)
reflecting a domain-specific style code s provided by the
style encoder S and the pose and face geometry informa-
tion provided by the heatmap m. We extract the style code
s = Sω(r) from a publicly available reference image r cor-
responding to a specific domain ω. Note that using different
reference images produces different style codes s. Specifi-
cally, s represents the style of a particular reference image r
and domain ω; hence it is not necessary to directly provide
ω to the generator G and allows G to synthesize images of
all domains reflecting the style of r. Finally, the discrimina-
tor D is a multi-task discriminator [25, 31], which consists
of multiple output branches. Each branch Dω learns a bi-

nary classification determining whether an image r is a real
image of its domain ω or a fake image G(ȳ, s,m) produced
by G. Note that, unlike StarGAN2, we use the reference im-
age r in the discriminator instead of the source image x to
avoid privacy information leakage.

3.3. Training Objectives

We divide our training into two stages. In the first stage, we
learn the coefficients of Zernike polynomials β and the pa-
rameters of the heatmap regression network to produce im-
ages that visually conceal the identity of the person while
allowing to extract a face heatmap. For the second stage,
we freeze the camera and regression model and only train
the generative network to translate the acquired privacy-
preserving image to a new face using the extracted heatmap
and a reference face image.

3.3.1 Stage I: Optical Design
This stage aims to extract the face heatmap information
from y by learning the optics. As the starting point of our
training, we assume an aberration-free lens and use a pre-
trained regression model U .
Optics Loss Function. To encourage image degradation,
we minimize the difference of the acquired image y with the
original image x. Also, for easy and faster convergence, we
promote symmetric and low frequencies using a predefined
defocus PSF Hf as a regularizer. Specifically, assuming
we acquire y using Eq. 3 and the images are normalized
between [0, 1], we define the loss function for our camera
lens optimization as:

Loptics = Ex

[
1− ∥x− y∥22 + α1∥H−Hf∥2

]
, (4)

where ∥ · ∥22 is the standard mean squared error (MSE),
and α1 is a hyperparameter. Note that Hf is a predefined
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PSF whose parameters are frozen during training. See our
supplementary document for details on our regularizer Hf .
Heatmap Regression Loss Function. After initializing
U with the pre-trained weights [47], we aim to obtain a
heatmap from y that closely resembles the heatmap ob-
tained from x; therefore, we use the following loss:

Lhmap = Ex [∥U(y)− U∗(x)∥1] , (5)

where we use the heatmap U∗(x) as ground truth and U∗ is
a freeze pre-trained regression model.
Full Objective. We finetune the camera model and the re-
gression network U end-to-end to gradually distort the op-
tics and learn to extract the heatmap from the y using the
following full objective function:

min
C,U

Loptics + α2Lhmap, (6)

where α2 is a hyperparameter to control the similarity be-
tween H and Hf .

3.3.2 Stage II: Generative Network
Once we train the lens and the regression network parame-
ters, we now train our generative network using the follow-
ing objectives. Note that the first four losses are adopted
from StarGAN2 [8], while the last two losses are specifi-
cally proposed to improve the generation when using our
privacy-preserving image y.
Adversarial Objective. During training, we randomly se-
lect a reference image r and a target domain ω̃ ∈ Ω, from
which we compute a target style code s̃ = Sω̃(r). The
generator G receives the latent code ȳ = E(y) and the
mask m = U(y) extracted from the image y and the style
code s̃ as inputs and is trained to produce an output image
G(ȳ,m, s̃), guided by an adversarial loss function:

Ladv = Ey,ω [logDω(r)]

+ Ey,ω̃,r [log(1−Dω̃(G(ȳ,m, s̃)))] , (7)

where Dω(·) denotes the output of the discriminator D cor-
responding to the domain ω.
Style Reconstruction. To ensure that the generator G effec-
tively incorporates the style code s̃ in the image generation
process, we employ a style reconstruction loss:

Lsty = Ey,ω̃,r [∥s̃− Sω̃(G(ȳ,m, s̃))∥1] . (8)

Style Diversification. To further enable the generator to
produce diverse images, we explicitly regularize G with the
diversity sensitive loss [28]:

Lds = Ey,ω̃,r1,r2 [∥G(ȳ,m, s̃1)− G(ȳ,m, s̃2)∥1] , (9)

where the target style codes s̃1 and s̃2 are produced by S
using two reference images r1 and r2.
Preserving Source Characteristics. To ensure that the
domain-invariant attributes (such as pose) of the input
source image x are accurately maintained in the generated
image G(ȳ,m, s̃), we utilize the cycle consistency loss that
leverages the information from the mask extracted from the
privacy-preserving image y.

Lcyc = Ey,ω,ω̃,r [∥y − G(ŷ, m̂, ŝ)∥1] , (10)

where ŷ = E(G(ȳ,m, s̃)), m̂ = U∗(G(ȳ,m, s̃)), ŝ =
Sω(y) is the estimated style code of the input privacy-
preserving image y, and ω corresponds to the original do-
main of y, which is the same as the source image x.
LPIPS. We employ an LPIPS loss term [51] to improve the
generated image quality and more effectively reflect the ref-
erence image face attributes.

LLPIPS = Ey,ω̃,r [∥Q(r)−Q(G(ȳ,m, s̃))∥2] , (11)

where Q is the pre-trained perceptual feature extractor.
Facial Expression Consistency. Since the high-frequency
information is missing in the privacy-preserving image y,
it is challenging to preserve small expressions like smiles,
eyes blinking, or small mouth movements in the generated
image. Therefore, we propose a facial expression consis-
tency loss as follows:

Lexpr = Ex [∥m∗ ⊙ x−m⊙ y∥1] , (12)

where ⊙ denotes the element-wise product, and m∗ =
U∗(x) is the heatmap obtained from the source image x.
Full Objective. Our full objective function can be summa-
rized as follows:

min
G,S,E

max
D

(
Ladv + λstyLsty − λdsLds + λcycLcyc

+ λLPIPSLLPIPS + λexprLexpr

)
, (13)

where λsty, λds, λcyc, λLPIPS , and λexpr are hyperpa-
rameters for each term. See our supplementary document
for training details of Stage I and Stage II, and results when
using latent vectors instead of reference images, as used in
StarGAN2, to generate the style codes.

4. Experimental Results
We extensively evaluate the performance of our proposed
face de-identification approach using standard metrics and
evaluation protocols and compare it with other methods.
Dataset. We train our proposed model on two widely used
datasets: CelebA-HQ [16] and FFHQ [17]. We separate the
images of the CelebA-HQ dataset into two domains (male
and female) as in [8]. We show our main results and ab-
lation studies with the CelebA-HQ dataset using the same
train/eval set split provided by [8]. To quantitatively com-
pare with other methods, we follow the common practice
of using the FFQH dataset for training and the CelebA-
HQ dataset for evaluation [23, 48]. For a fair comparison,
all images are resized to 256 × 256 resolution for training,
which is the same resolution used in the baselines.
Metrics. Following previous works [6, 48], we quanti-
tatively evaluate the identity protection given by our face
de-identification approach by measuring the ℓ2 distance
(DIS) of embedding vectors from the de-identified and
original faces extracted by a pre-trained face recognition
model. Specifically, we employ the Face Recognition li-
brary (FR) [9] and FaceNet [39], which is pre-trained on
two public datasets: CASIA-Webface [49] and VGGFace2
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Components DIS↑ Landmarks ↓ Bounding Box ↓ FID↓H L E FR CASIA VGGFace2 MtCNN Dlib MtCNN Dlib
× × × 0.851 1.132 1.313 5.434 6.473 13.667 8.008 34.388
✓ × × 0.847 1.162 1.350 5.309 6.260 12.988 7.654 36.056
✓ ✓ × 0.847 1.174 1.359 4.692 5.683 11.818 7.037 29.338
✓ × ✓ 0.664 1.037 1.199 1.884 2.081 4.694 4.365 24.998
✓ ✓ ✓ 0.697 1.073 1.255 2.022 2.259 4.727 4.985 24.972

Table 1. Quantitative results of the ablation studies. The best
result for each pre-trained face recognition model is in bold, and
the second-best result is underlined.

[7]. We further evaluate the utility (↑) of our generated im-
ages and the preservation of facial attributes from the source
image (↓), such as face orientation, lips position, and other
attributes, using the Dlib library [20] and MtCNN network
[50]. Specifically, we estimate the facial landmarks between
the original and de-identified faces and measure their simi-
larity using the ℓ1 norm. Additionally, we estimate the fa-
cial bounding box to evaluate whether the face is located
in the correct position and size. Finally, we use Fréchet in-
ception distance (FID ↓) to measure the distance between
the generated and real distribution. Since our proposed ap-
proach uses reference-guided synthesis, each source image
is transformed using 10 reference images randomly sam-
pled from the test set and we report the average value.

4.1. Ablation Studies

We conducted a series of experiments to investigate the
contribution of using the face heatmap (H), LLPIPS (L),
and Lexpr (E) loss functions on the performance of our
method. Table 1 shows the results of our ablation stud-
ies. In the table, a checkmark (✓) denotes the inclusion,
and a red cross (×) denotes the exclusion of specific com-
ponents. From the table, we observe that there is an im-
provement in all metrics when face heatmaps (H ✓) are
used. This supports our hypothesis that integrating a face
heatmap in our framework effectively maintains geometric
information of the face (such as head pose) from the source
image. Since we obtain the face heatmap directly from
the privacy-preserving image, the source image privacy is
still preserved. Similarly, we observe that the inclusion of
the LLPIPS (L ✓) and Lexpr (E ✓) significantly improves
all the metrics, especially the FID and facial Landmarks,
demonstrating their contribution to our framework to pre-
serve detailed expressions (like smiles) in the generated im-
ages. Note that we input the reference image instead of the
source image to our discriminator. We conducted experi-
ments using the source image instead of the reference in the
discriminator. The results show an improvement in the FID;
however, the face anonymization metrics (DIS) decrease
significantly, which suggests that the face information from
the source image is leaked to the generator. Hence, we only
use the reference image in our discriminator to maximize
privacy preservation. See our supplementary document for
results when using the source image in the discriminator.

Method DeepPrivacy CIAGAN FIT IDeudemon RiDDLE Ours-LR Ours
FR ↑ 0.783 0.671 0.812 0.819 0.776 0.795 0.734

CASIA ↑ 1.091 0.919 1.207 1.228 1.033 1.123 1.071
VGGFace2 ↑ 1.187 1.085 1.224 1.233 1.129 1.294 1.251

Table 2. Quantitative Results - DIS. We compare our method
against SOTA face de-identification methods on the CelebA-HQ
dataset using the DIS metrics (FR, CASIA, VGGFace2).

Method CIAGAN FIT DeepPrivacy RiDDLE Ours-LR Ours
FID ↓ 32.611 30.331 23.713 15.389 34.161 29.218

FD ↑ MtCNN 0.992 1.000 1.000 1.000 1.000 1.000
Dlib 0.937 0.984 0.980 0.991 0.994 0.991

BB ↓ MtCNN 20.387 7.879 4.654 3. 824 5.358 5.314
Dlib 15.476 4.218 2.685 1.700 4.694 4.821

LM ↓ MtCNN 8.042 3.572 3.280 1.674 2.392 2.298
Dlib 8.930 4.047 2.896 1.512 2.749 2.716

Table 3. Quantitative Results - Detection. We compare
our method against SOTA face de-identification methods on the
CelebA-HQ dataset using the Face Detection (FD), Bounding Box
(BB), and Landmarks (LM) metrics.

4.2. Comparison with other methods

Quantitative Results. We quantitatively compare our
framework with several state-of-the-art (SOTA) face de-
identification approaches, including: CIAGAN [30], Face
Identity Transformer (FIT) [11], DeepPrivacy [14], IDeude-
mon [48], and RiDDLE [23]. We also compare the per-
formance of our proposed framework when using a low-
resolution (LR) camera instead of learning the lens. Specif-
ically, we simulate an LR camera (fixed optics parameters)
and perform the two-stage training described in section 3
without using the Eq. 4. Table 2 reports the results for
all the methods evaluated on the CelebA-HQ dataset using
the ℓ2 distance (DIS) metrics. As observed, our approach
achieved the best performance in the VGGFace2 metric and
a similar performance in the other metrics. Also, Ours ap-
proach using a low-resolution camera (Ours-LR) performs
better than our learned lens (Ours); however, LR is suscep-
tible to reverse engineering attacks as shown in section 4.3.

Additionally, we also compare our method against SOTA
using face detection (FD), bounding box detection (BB),
and landmark (LM) metrics in Table 3. The results show
that our approach does not outperform some SOTA meth-
ods, such as RiDDLE. The main reason is the significant
loss of high-frequency information on the acquired privacy-
preserving images, which makes it challenging to generate
images that preserve detailed expressions and face geom-
etry from the source image. Although including our pro-
posed loss functions and using heatmaps helps mitigate this
problem, a trade-off exists between achieved image degra-
dation and the generative capabilities of our framework.
However, even with such loss of information, our method
outperforms other methods, such as CIAGAN and FIT.

Qualitative Results. Figure 3 shows generated faces us-
ing our proposed framework. In the first row, we show the
source image, which is the input of our privacy-preserving
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Figure 3. Qualitative results. We qualitatively evaluate our pro-
posed face de-identification method using the CelebA-HQ dataset.

OursSource CIAGAN FIT DeepPrivacy RiDDLE

Figure 4. Qualitative Results. We compare our method against
SOTA methods: CIAGAN, FIT, DeepPrivacy, and RIDDLE.

camera. The image acquired by our camera is shown in the
second row. Our generative network generates new faces
using the acquired privacy-preserving image and different
reference images shown in the first column. We observe
that the generated images have the style extracted from
the reference images and face geometry of the source im-
ages. Furthermore, we qualitatively compare our approach
with SOTA methods in Fig. 4 using the CelebA-HQ dataset.
While our generated faces might not achieve the same level
of realism as those produced by methods like RiDDLE, they
effectively fulfill our primary goal of preserving privacy.

4.3. Robustness to Deconvolution

Assuming that an attacker performs an adversarial attack
and successfully captures the privacy-preserving image (see
Fig. 1 (b)). Then, the attacker could use a deconvolution

Source Low-Resolution

21.89

23.75

Our Optimized Lens

15.69

12.02

Figure 5. Robustness to Deconvolution. We use the SOTA dif-
fusion model in [19] to recover the person identity. We show the
PSNR between the original and recovered face in each image.

method to recover the identity of the person. To test the ro-
bustness of our optimized lens to deconvolution attacks, we
use a SOTA diffusion model (DDRM) proposed by Kawar
et al. [19] to recover the original image. DDRM is trained
to recover images in multiple scenarios, such as superres-
olution, inpainting, colorization, and deblurring. We apply
the pre-trained DDRM model on privacy-preserving images
captured by our optimized lens and a low-resolution camera
with 16×16 sensor size. As shown in Fig. 5, DDRM can re-
cover the identity of the person from the low-resolution with
high accuracy but fails to recover the face from the privacy-
preserving image acquired by our optimized lens. Similar to
previous works [12, 13], we also investigate the case where
an attacker has direct access to the camera; hence, it can
get the PSF by imaging a point of source light and perform
the attack using non-blind deconvolution methods (e.g., the
Wiener Filter). See our supplementary document for results
on non-blind deconvolution attacks.

4.4. Human Evaluation for Privacy Protection

We conduct a human evaluation to assess the effectiveness
of privacy protection given by our approach under four dif-
ferent scenarios. In the first scenario, we randomly se-
lect five original face images alongside their correspond-
ing “low-resolution” and “blurred” image versions. Here,
the term “blurred” refers to the privacy-preserving images
acquired through our optimized lens; then, we display the
images to 106 individuals and ask them to judge to what
degree they believe that the identity of the person is pro-
tected considering the following options: Not Protected,
Slightly Protected, Moderately Protected, and Highly Pro-
tected. We found that only 12.76% of the surveyed people
consider that the “low-resolution” face image is Highly Pro-
tected while 56.00% consider that the “blurred” face image
is Highly Protected. In the second scenario, we generate a
new face image with our face de-identification framework
and show it alongside the other five face images, where one
of them corresponds to the current person we want to pro-
tect (source image). Then, we asked the 106 individuals to
identify the source image. The responses show that 91.82%
of the people fail to identify the source image, showing the
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Figure 6. Proof-of-concept optical system. (Top) Experimen-
tal hardware setup for our privacy-preserving approach. (Bottom)
Qualitative results on images acquired by our prototype camera
and comparison with the RiDDLE method.

effectiveness of our method. Refer to our supplementary
document for details about our human evaluation study.

4.5. Hardware Experiments

We developed a real camera prototype in the optical lab-
oratory to validate our proposed approach; see Fig. 6
(top). Our prototype includes an additional side infor-
mation branch to obtain the original images without pri-
vacy protection, which are used as ground truth to esti-
mate DIS metrics. We emulate the lens designed with our
framework using a deformable Thorlabs mirror (DMH40-
P01) in a 4f optical system built with 50mm achromatic
lenses and two Canon EOS M50 mirrorless cameras as sen-
sors. Due to the deformable mirror limitations, we are re-
stricted to using only p = 15 Zernike coefficients. There-
fore, considering this limitation, we first simulate the first
stage in our proposed framework (Sec. 3.3.1) to obtain
the simulated coefficients. Then, we load the learned co-
efficients to the deformable mirror and calibrate the optical
setup. After calibration, we obtained the following learned
Zernike coefficients: {β1, β2, β3 = 0.0, β4 = −0.83, β5 =
0.0, β6 = −0.31, β7 = 0.08, β8 = −0.69, β9 =
0.0, β10 = 0.0, β11 = 0.0, β12 = −0.67, β13 = 0.0, β14 =
0.18, β15 = 0.0}. We acquired 17 short face videos, each
lasting between 15 to 30 seconds, to capture the same per-
son with different facial expressions and head positions. Af-
ter preprocessing, we obtain 3700 face images, which we
split into two sets of 3000 and 700 images for finetuning and
testing, respectively. Specifically, we finetune the Heatmap
Regression Network U and the Generator G of our model
to adapt them to our acquired dataset. To evaluate the ef-

Method DIS↑
FR CASIA VGGFace2

RiDDLE 0.798 0.958 1.224
Ours-LR 0.808 1.141 1.310

Ours 0.792 1.156 1.334

Table 4. Quantitative results - Prototype camera. We quanti-
tatively evaluate the performance of our proposed approach using
the privacy-preserving data acquired by our prototype camera and
compare it against RiDDLE, which uses traditional images.

fectiveness of our proposed method on the data obtained in
our lab, we use the DIS metric to realize a comparison with
the SOTA RiDDLE model [23] over the collected testing
set, see Tab. 4. Furthermore, we also show some quali-
tative comparisons in Fig. 6 (bottom). These visual and
quantitative results demonstrate that our low-resolution ap-
proach and proposed learned camera are effective for face
anonymization in real-world scenarios. Please refer to our
supplementary material for a qualitative comparison when
using a low-resolution camera with data acquired in our lab.

5. Conclusion

We presented a novel hardware-level face de-identification
approach that proposes a solution to close the security
gap between image acquisition and algorithms in tradi-
tional software-level methods. To ensure training stability
and efficiency, we propose a two-stage optimization pro-
cess. First, we leverage optics learning to capture privacy-
preserving images while preserving facial features for face
heatmap regression. Then, we employ a generative adver-
sarial network to generate new synthetic faces that preserve
facial expression from the source image but style and face
appearance from a reference image with no privacy concern.
Specifically, our proposed approach offers two key advan-
tages over existing methods as Hardware-Level Security
mitigating the vulnerability to sniffing attacks that can com-
promise privacy protection, and High-Quality Face Gener-
ation using our proposed generative framework for privacy-
preserving images acquired with our camera.
Limitations. In our prototype camera, the deformable mir-
ror is the main limitation, which only uses 15 Zernike Poly-
nomials, limiting the scene’s level of distortion. Addition-
ally, generating faces using only our privacy-preserving im-
ages is still challenging for the generative model; hence,
some artifacts could appear in the generated faces.
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