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Figure 1. The proposed SIF3D: multimodal Sense-Informed Forecasting of 3D human motions. Our SIF3D takes the observed motion
sequence, as well as the 3D scene point cloud as input modalities, and is able to identify salient points (redder) and underlying ones (bluer),
to generate the accurate trajectory and high-fidelity future poses within given 3D scenarios. In contrast, the state-of-the-art baseline of
BiFu [73] equally considers the global scene embedding, and thus cannot distinguish the saliency of the 3D scene, leading to the physically
implausible motions, e.g., human mesh intersecting or distorting with the 3D environment, violating any physical constraints.

Abstract

Predicting future human pose is a fundamental applica-
tion for machine intelligence, which drives robots to plan
their behavior and paths ahead of time to seamlessly ac-
complish human-robot collaboration in real-world 3D sce-
narios. Despite encouraging results, existing approaches
rarely consider the effects of the external scene on the mo-
tion sequence, leading to pronounced artifacts and physi-
cal implausibilities in the predictions. To address this lim-
itation, this work introduces a novel multi-modal sense-
informed motion prediction approach, which conditions
high-fidelity generation on two modal information: external
3D scene, and internal human gaze, and is able to recognize
their salience for future human activity. Furthermore, the
gaze information is regarded as the human intention, and
combined with both motion and scene features, we construct
a ternary intention-aware attention to supervise the genera-
tion to match where the human wants to reach. Meanwhile,
we introduce semantic coherence-aware attention to explic-
itly distinguish the salient point clouds and the underlying
ones, to ensure a reasonable interaction of the generated
sequence with the 3D scene. On two real-world bench-
marks, the proposed method achieves state-of-the-art per-
formance both in 3D human pose and trajectory prediction.
More detailed results are available on the page: https:
//sites.google.com/view/cvpr2024sif3d.

*Corresponding author

1. Introduction

Forecasting future human poses, from the observed ones,
stands as a fundamental application in the domain of ma-
chine intelligence, autonomous vehicles, and human-robot
collaboration [11,12,18,33,39,40,42,48,65,70,73].

Human motion is fundamentally intertwined with and
constrained by its environment [36, 55, 59], a reality often
overlooked in previous motion prediction methods [2, 33,
41,42]. This oversight could lead to noticeable anomalies
and unrealistic outcomes in the predictions. We notice this
issue and aim to solve it.

In robotics, scene information is commonly represented
as a point cloud [6, 35,57, 71], where a large number of
points are constructed as a collection to describe a 3D
environment. Existing methods perform motion predic-
tion/generation by encoding the entire scene information
into a unified global embedding [5, 22, 73]. Despite their
good performance, we note that not all information within
the point cloud is equally relevant to the motion prediction
task; instead, only a small subset is salient. Moreover, the
global embedding fails to capture the intricate local details
of the scene; therefore, the generation may deviate from the
intended scene semantics. In addition, the human gaze is a
valuable manifestation, providing an intention that the hu-
man is likely to reach or a direction that the human is likely
to move toward [16,63,72]. By jointly considering the 3D
scene and human gaze, it is possible to capture the human’s
behavior of wanting to move toward a specific location, and
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thus generate more reasonable motion sequences.

Towards this end, we propose a novel multimodal sense-
informed predictor for real-world 3D scenarios, named
SIF3D. It integrates past motion sequences with critical
data from external 3D scenes and the observer’s internal
gaze to enhance scene-aware human activity representations
[5,8,22,73]. Following the recent progress, both motion en-
coder and scene encoder are introduced to extract the mo-
tion embedding and scene embedding [53], respectively. To
further refine point cloud data utilization and focus on key
points affecting actions, we propose two novel scene-aware
cross-modal attention mechanisms: ternary intention-aware
attention (TIA) integrates human gaze, motion, and scene
data through a comprehensive analysis to concentrate on
globally salient points; semantic coherence-aware attention
(SCA) focuses on identifying the local salient scene points
by analyzing their semantic connections with human poses.
SIF3D adeptly identifies salient points and the underlying
ones in the 3D scene (as in Figure 1), where the salient
points are more likely to interact with the human, and thus
the generated motion sequence is more realistic. Addition-
ally, inspired by [67], we apply a geometry discriminator to
boost the overall authenticity of the predicted motions.

Our contributions are as follows: (1) We introduce
SIF3D which considers both the external scene and the in-
ternal human gaze, and is capable of generating the accu-
rate future motion, as well as the trajectory, within given 3D
scenarios. (2) Both semantic coherence-aware attention and
ternary intention-aware attention are proposed, to explicitly
distinguish salient point clouds to the local human pose rep-
resentation, and the one to the global trajectory planning.
(3) We show that, on two benchmarks GIMO and GTA-1M,
the proposed SIF3D achieves state-of-the-art performance
both in human pose and trajectory prediction.

2. Related Work

3D human motion prediction has witnessed substantial
advancements, particularly with the rise of deep end-to-end
approaches [4,20,27,30,56]. Prior works typically leverage
RNNGs [15,18,19,43,44,61] to capture the motion temporal
dependence, facing the limitations of discontinuity and er-
ror accumulation. To address it, recent alternatives, CNN-
based [32] and transformer-based [I] methods have been
proposed. To effectively exploit both spatial and tempo-
ral dependencies, [1] designs a spatial-temporal attention
schema, while [70] proposes a dependencies modeling Aux-
Former. Notably, GCNs-based predictors are the dominant
techniques and still evolve nowadays [9-11,31,33,34,42].

We also notice that current methods often fail to explic-
itly consider real 3D scenes, leading to physically implausi-
ble and artifactual predicted trajectories and poses. To solve
these limitations, our SIF3D is proposed.

Scene-aware motion generation. Considering the con-

nection between human activities and scene context, scene-
aware motion generation has become a focal point of re-
search [5, 8,22, 73]. Early attempts [5, &, 67] incorporate
object bounding boxes, 2D scene images, or depth maps to
contextualize scenes. [22] further introduces the object’s ge-
ometry to estimate the interaction and generate interactive
motions, while adaptations of the Ax algorithm have been
proposed for collision-averse trajectory planning [22, 66].
The adoption of directly accessible 3D point clouds for
scene representation marks a new trend in scene-aware mo-
tion generation [25, 68, 73, 74]. [68] proposes to condition
the motion synthesis through text descriptions, while [25]
contributes a conditional generative diffusion model for
scene understanding, and [74] advances a structure-aware
motion framework for active object tracking. Notably, BiFu
[73] introduces a bidirectional fusion strategy for motion
prediction. However, its neglect of local scene intricacies
limits salient point detection, leading to ambiguity in cross-
modal motion encoding across the scene. In contrast, our
SIF3D adeptly isolates critical scene points, enhancing the
integration of pivotal scene data into motion forecasting.
3D scene understanding. 3D Point cloud, a vital ge-
ometric data structure, has been traditionally transformed
into regular 3D voxel grids or collections of images, be-
cause of its irregular representation [45,52,52,58,69]. How-
ever, these methods are either computationally expensive or
task-specific, making them hard to transfer into downstream
tasks. To address it, PointNet and PointNet++ [51, 53]
introduces a unified architecture directly consuming point
clouds, proving highly efficient and effective. Since then,
various methods have been proposed for different tasks,
e.g., 3D object detection [21,49, 50], semantic segmenta-
tion [7, 17,62], and instance segmentation [14,23,24,28].
Although 3D scenes are crucial for information, effec-
tively utilizing them in human motion prediction presents
a challenge. Previous works [51, 53] have shown that
many point cloud points are often superfluous or irrelevant.
SIF3D advances this understanding by selectively focusing
on salient points within the 3D scene, leading to enhanced
prediction quality for human poses and global trajectories.

3. Proposed Method

Figure 2 illustrates the overall architecture of our SIF3D.
It begins with the proposed MotionEncoder and the vanilla
PointNet++ [53], to encode the observed sequence, and 3D
point clouds. Then, ternary intention-aware attention (TTA)
and semantic coherence-aware attention (SCA) are used to
extract crossmodal features from salient scene points, fol-
lowed by a TrajectoryPlanner and a PosePredictor to plan
future trajectories and predict poses, respectively. Ulti-
mately, the predicted motion sequence is generated by a
MotionDecoder, supervised by the geometric discriminator.
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Figure 2. The architecture of SIF3D. SIF3D incorporates three modalities of input, the past motion sequence, the 3D scene point cloud,
and the human gaze. First, MotionEncoder encodes past motion sequence into a motion embedding f,, , and the 3D scene S is encoded
into {5’ , S global } through PointNet++ [53]. Then, our TIA mechanism compresses motion embedding in the temporal dimension and
searches for global salient points in the scene for trajectory planning. In addition, human gaze point G is introduced to index the scene
point cloud for gaze point scene feature extraction. The SCA mechanism, on the other hand, is designed to capture local salient points in
the scene for each independent pose. A TrajectoryPlanner and a PosePredictor are applied to predict trajectory and poses, respectively.
And finally, the predicted motion sequence is generated through a MotionDecoder, which is supervised by the geometric discriminator.

3.1. Problem Setup

Given T historical motion X 1.7 = {&1, 22, -+ ,&r}in
the scene cloud S € R™*3, corresponding with the human
gaze point sequence G1.7 = {g1,94, - ,gr}» We aim to
predict the future motion Y ;1.o7. Here, n denotes the size
of the scene point clouds, g, € R? is the position of human
gaze (denoted as the intersection of the human eye ray and
3D scene). Each pose is described as ¢y = (t, ok, D)
[73], where t;, € R? denotes the global translation, o, €
SO(3) denotes the orientation, and p, € R3? refers to the
body pose embedding. The SMPL-X body mesh and the
joints position j, € R?3*3 can be then obtained via VPoser
[47]. Following [73], we set T'= 3-sec and AT = 5-sec to
achieve a more challenging long-term prediction compared
with the previous tasks (AT = 1-sec) [33,42].

In summary, with the model parameter 6, our goal is:

argmaXP(leAT|Xl:TaSaGl:T;9)~ (1)

Note that the motion trajectory involves both global
translation T'1.74 A7 and orientation O1.7 1 ap. Our pri-
mary focus in trajectory evaluation centers on T';.7 A7 due
to its significant impact on the overall motion. The orienta-
tion is implicitly reflected in the joints positions J .74 A7

In contrast to numerous prior literature [26, 60], our
task incorporates 3D scene and human gaze information,
with the objective of producing semantically reasonable,
and physically stable motion predictions within a given 3D
scene. Our effort aims to bridge the divide between mo-
tion prediction and real-world scenarios, fostering diverse
applications grounded in realistic 3D scenes.

3.2. Multimodal Encoding

In addition to the observed motion sequence X .7,
SIF3D integrates two additional input modalities: the ex-
ternal 3D scene S, and the internal human’s gaze Gi.7.
The motion and the scene are first encoded into a unified
space, while the gaze point is used for scene point indexing
to obtain the gaze point feature (see Sec-3.3).

A transformer-based MotionEncoder [64] is proposed to
transfer the passing motion sequence X .7 into a motion
embedding f,,. Note that, instead of using the original ob-
servation X 1. with T" frames, we pad it with the last ob-
served pose xp repeated AT times to construct the virtual
sequence { X, 7, ..., xp} € RIHAT)IXem which is taken
as the input of the MotionEncoder:

f.m = MotionEncoder({ X, zr, ..., z1}), )

where the padded frames need to be predicted, and will be
replaced after the inference to achieve the final prediction.
Here, f,, € RT+AT)Xem and ¢, is the dimension.

Meanwhile, 3D point cloud S is encoded using Point-
Net++ [53] to obtain per-point scene features S and the
global scene embedding S global:

S, Sglobal = PointNet++(S), 3

where S € Rm*¢s S global € R, and c, represents the
dimension of the scene embedding.
3.3. Ternary Intention-Aware Attention

Scene information serves as a crucial constrain in pre-
dicting the long-term trajectory [5, 8, 67]. Moreover, as
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people often direct their gaze toward the objectives of their
movements, human gaze becomes an essential cue, reflect-
ing the potential destination of the motion trajectory [73].

To enhance trajectory planning by effectively utilizing
scene and gaze information, we propose ternary intention-
aware attention (TIA). TIA is designed to capture global
salient scene features and analyze human intention through
3 distinct modalities: motion embedding f,,, 3D scene
{8, Sglobal}, and human gaze G.r.

Since long-term trajectory planning hinges on the se-
mantics of the entire motion sequence, TIA first extracts a
comprehensive global motion representation. It encodes the
input motion embedding to fTIA and then condenses it into

a global motion representation fgﬁ through a temporal ag-
gregator. Various methods can be employed to design this
aggregator, while we simply adopt the last motion embed-
ding as the global representation in our case, aligning with
a widely-used technique in NLP [54]:

FIA = TrajectoryEncoder(f,,), @
fom = Aggregate(f*). )

The global salient scene features are grounded in the
global scene embedding S global as a foundation. To achieve
the extraction of effective global salient scene features, TIA
assesses the global salience s, € R™ for each scene point
to fgfz, focusing only on the salient points. To exclude un-
derlying points, a simple method arises by multiplying the
salience with the corresponding scene point features. This
process yields the global salience s, € R™ and the cross-
modal global scene-motion features fgﬁ through a cross-
modal attention mechanism as follows:

m?

Q™ (K™ V™) = Linear(f gm) Linear(S), (6)
TIA , (KCTIA)
(K
= softmax (Q )

fEIA = broadcast(Sqlobal + s - VTIA 8)

where c is the attention dimension. We broadcast the global
salient scene features to the same shape as f,, to disperse it
across the entire motion sequence.

Moreover, recognizing the informative nature of the gaze
regarding the subject’s intent, we also introduce the human
gaze into cross-modal attention. The gaze point G1.7, de-
fined as the intersection between the human eye’s line of
sight and the 3D scene, correlates with a specific scene
point. By indexing the scene point cloud features S with
the gaze point, we derive the gaze-related scene feature,
representing the potential human intention. This 7-frame
gaze feature (padded with last frame for AT times to fit the
length) is then encoded to align with the length of motion
sequence using a GazeEncoder:

fgaze = GazeEncoder({S’[G], S[QT]v SES) g[gT]})7 (9)

where [-] represents the indexing operation, f gaze TEPIE-
sents the encoded gaze features. Finally, TIA integrates the
features from the three modalities: f,, for motion, fTIA for
scene, and f .. for gaze. The output of TIA is then com-
puted through a standard two-layer MLP [64]:

A — MLP(concat(f,,, fT, Fgaze))- (10)

3.4. Semantic Coherence-Aware Attention

We introduce semantic coherence-aware attention (SCA)
to integrate local salient scene details into per-frame pose
prediction. In contrast to TIA, SCA computes scene point
salience for each frame independently. It initiates with a
PoseEncoder to encode the input motion embedding f,,
into pose embedding ff,?A Then, the local scene point
salience s; € R(T+TAT)IXn iq evaluated between the scene
features S and each of the T+ AT pose embedding:

F3CA — poseEncoder(f,,), (a1
Q5 KSC VSCA _ Linear(£5°4), Linear($), (12)

m
Q5A & (KSCA)T>

\/E )
where ¢ represents the attention dimension.

SCA places a greater emphasis on fine-grained local

scene information, exhibiting heightened sensitivity to spa-
tial details. In practice, points situated closer to the subject
and aligned with the human body are empirically consid-
ered more salient. To adopt this spatial attention mecha-
nism, we incorporate a spatial salience bias to s;, denoted
as Sspatiar € RITATIX" ingpired by [13, 37, 38]. The
absolute scene points position S is normalized to the rela-
tive positions S, € R TAT)X1X3 aecording to the pre-
dicted human translation 7' and orientation O from Trajec-
toryPlanner. Then, the spatial salience bias spatiar 1S de-
termined based on S..; through a standard two-layer MLP:

S, = Normalize(S;T', 0), (14)
Sspatial = MLP(S7el) (15)

s = softmax( (13)

The local salient scene features are then extracted based on
locally salient scene points, while the low-salience underly-
ing points are ignored through salience multiplication:

Fock = (s1+ Sspatiat) - VO (16)

Finally, SCA produces output by combining the motion fea-
tures f,, with the local salient scene features fSCA.

F3CA — MLP(concat( 54, £5C4)). (17)

3.5. Motion Sequence Generation

Predicting future motion involves considering both the
trajectory and poses. In our way of multimodal feature ex-
traction, TIA adds global scene features and human inten-
tion, while SCA brings in local scene details. Since tra-
jectory planning looks further ahead, and human poses are
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more related to the local scene semantics, it makes sense in
practice that TIA could enhance trajectory prediction, while
SCA helps predict poses. Thus we use the features from
TIA to predict the global translation T and orientation O,
while relying on SCA for prediction poses p:

T, 0 = Traj ectoryPlanner( 74, (18)

o

P= PosePredictor( f SCA), (19)

o

where TrajectoryPlanner/PosePredictor are linear layers.

The predicted trajectory and pose are then combined to
generate the final motion sequence Y through a motion de-
coder. To achieve precise adjustment of joint positions, the
motion decoder applies a GCN architecture [29], and we
calculate the SMPL-X human skeleton based on the pre-
dicted trajectory and pose embedding through the frozen
pre-trained SMPL-X model and VPoser:

J = SMPL-X(T', O, P, VPoser(P)), (20)
Y = MotionDecoder(.f), 21

where J represents the reconstructed joints positions, and
Y denotes the final predicted motion sequence.

To further improve the physical stability of the predicted
motion sequence, a geometric discriminator is introduced
following [67] to classify the fake and true motion se-
quences to the ground truth within the 3D scenarios.

3.6. Implement Details

Architecture Details: In our experiments, we employ
a 6-layer transformer encoder for the MotionEncoder, a
single-layer self-attention mechanism for both the Trajec-
toryEncoder and the PoseEncoder, and a 6-layer graph con-
volutional network for the MotionDecoder. We configured
the stack size of both TIA and SCA to be 2, indicating that
SIF3D incorporates 2 TIA-blocks and 2 SCA-blocks. Fur-
thermore, we set all embedding dimensions, including at-
tention dimension ¢, motion embedding dimension ¢,,, and
scene embedding dimension cg, to 256. The MLPs in TIA
and SCA are both 2-layer feed-forward with a hidden di-
mension of 1024. Finally, the geometry discriminator is de-
signed with a 3-layer transformer decoder.

Training Setup: We train our model using an AdamW
optimizer with an initial learning rate of 0.0004. An expo-
nential learning rate scheduler is applied with a decay rate
of 0.98. The models are all trained for 100 epochs with a
batch size of 8 on a single NVIDIA RTX3090 GPU.

4. Experiments

4.1. Experimental Setup

Dataset-1: GIMO [73] records three modalities, includ-
ing (1) full-body SMPL-X poses with ~ 129K frames. (2)
3D geometry scene scanned from LiDAR sensors. (3) hu-
man gaze is recorded as a 3D coordinate. We down-sample

the motion sequences to 2fps for long-term prediction and
maintain the original train-test split [73].

Dataset-2: GTA-1M [5] comprises over 1000 K frames,
which collects the human pose from real game engine ren-
dering. The dataset has clean 3D human pose and cam-
era annotations, and large diversity in human appearances,
camera views: 10 large houses, 13 weathers, 50 human
models, 22 walking styles, and various actions.

Baselines: Our SIF3D is compared with 4 recent meth-
ods, i.e., LTD [42], SPGSN [33], BiFu [73] and AuxFormer
[70]. BiFu [73] and AuxFormer [70] are transformer-based,
while LTD [42] and SPGSN [33] are variants of GCNs.
For a fair comparison, for the methods that do not inher-
ently consider 3D scenes or human gaze, we concatenate
the global scene embedding S global to the motion sequence
and include the gaze embedding f ... Other aspects align
with their open-source codes and original settings.

Metrics: We evaluate SIF3D from 2 main aspects: tra-
jectory and human pose. The trajectory evaluation [3,46,73]
quantifies the difference between the predicted trajectory
and the ground truth one. The MPJPE [2,33,42,73] evalu-
ates the mean error in the position across all human joints.
Specifically, the result is analyzed from the intermediate
poses and the final destination: (1) Traj-path: the aver-
age trajectory deviation over all predicted poses; (2) Traj-
dest: the trajectory deviation of the end pose; (3) MPJPE-
path: the average MPJPE over the predicted sequence;
(4) MPJPE-dest: the MPJIPE of the destination.

4.2. Ablation of Multiple Modalities

The results in Table 1 highlight the vital role of gaze and
3D scene information in scene-conditioned motion predic-
tion. Note that, as GTA-1M lacks human gaze information,
we approximate it using the intersection point of the ray
facing the human face and the 3D scene. We observe that
the introduction of gaze and scene information improves the
performance of all methods, including the estimated gaze
information in GTA-1M, with SIF3D benefiting the most.

SIF3D excels by adeptly utilizing 3D scene information,
surpassing baseline methods that show only marginal gains.
This success is attributed to SIF3D’s proficient integration
of scene features from both global and local perspectives
through TIA and SCA. On the other hand, the human gaze
significantly enhances trajectory planning by providing key
insights into the subject’s intentions and closely aligning
with the motion sequence’s destination, resulting in a no-
table decrease in trajectory deviation.

While the introduction of both scene and gaze enhances
the performance individually, their simultaneous incorpora-
tion yields optimal results across the board. It evidences
the effectiveness of collaborating external scene and inter-
nal gaze features, establishing a robust foundation for im-
proved motion prediction.
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Dataset GIMO [73] GTA-1M [5]
) Traj-path  Traj-dest MPJPE-path MPJPE-dest | Traj-path Traj-dest MPJPE-path MPJPE-dest

LTD [42] 681 890 158.7 204.6 691 1051 175.0 251.8
SPGSN [33] 739 910 159.5 203.1 805 1115 167.3 2414
AuxFormer [70] 688 893 173.5 205.4 688 1078 187.8 262.0
SIF3D 737 888 169.6 205.6 772 1072 182.0 250.2
LTD [42]+Scene 673 890 156.4 203.0 690 1029 175.8 245.6
SPGSN [33]+Scene 700 893 157.0 202.2 767 1054 167.8 236.9
AuxFormer [70]+Scene 732 902 165.1 202.4 745 1028 167.0 246.0
SIF3D w/ Scene 700 823 164.2 199.6 746 967 175.2 231.4
LTD [42]+Gaze 655 807 157.6 203.5 687 996 169.1 246.0
SPGSN [33]+Gaze 681 857 158.2 201.7 748 1031 164.4 234.8
AuxFormer [70]+Gaze 627 755 165.8 202.8 672 932 176.0 256.6
SIF3D w/ Gaze 603 714 163.1 199.1 680 917 171.5 233.0
LTD [42]+Scene+Gaze 655 801 155.6 202.0 702 982 167.8 241.9
SPGSN [33]+Scene+Gaze 702 982 156.9 202.0 737 1018 162.7 238.1
AuxFormer [70]+Scene+Gaze 622 746 161.5 201.1 672 916 165.3 236.8
BiFu [73] w/ Scene+Gaze 661 727 167.8 205.0 683 903 164.6 2342
SIF3D w/ Scene+Gaze 590 666 156.6 195.7 626 836 164.9 227.7

Table 1. Comparison of trajectory deviation and MPJPE (in mm) over the sequences of the GIMO [

] and GTA-1M [5] datasets. The

best result is highlighted in bold. From the results, we observe that the 3D scene and gaze information can boost all the methods, and the
proposed SIF3D obtains both lower trajectory deviation and smaller MPJPE in almost all scenarios compared to the previous methods.

Method Gaze& bedroom classroom garden kitchen lab livingroom seminarroom
Scene | 0.5s 2.0s 5.0s|0.5s 20s 5.0s|0.5s 20s 50s|05s 20s 50s|[05s 20s 50s|05s 20s 5.0s|05s 20s 5.0s
LTD [42] X 109 459 1147 195 415 613 | 149 578 1076 | 100 457 481 | 184 644 1165| 127 624 1212| 190 529 851
v 108 411 966 | 192 422 524 | 147 496 560 | 88 528 589 | 149 516 878 | 133 551 1297| 170 527 750
SPGSN [33] X 144 492 922 | 189 396 564 | 129 556 813 | 117 639 660 | 181 640 1014 | 153 703 1454| 182 589 866
= v 112 475 965 | 180 407 497 | 172 540 661 | 156 640 677 | 120 515 919 | 135 649 1258 | 174 514 753
= AuxFormer [70] X 185 541 1162| 319 442 529 | 232 630 972 | 172 509 625 | 248 745 1113 | 151 621 1030| 273 606 881
v 212 472 813 | 228 427 532 | 231 536 577 | 225 544 555 | 246 511 621 | 273 647 1082 | 222 546 735
BiFu [73] v 232 540 838 | 332 442 689 | 218 532 659 | 275 467 582 | 273 551 681 | 340 607 936 | 417 659 629
SIF3D v 183 441 554 | 155 424 431 | 200 472 533 | 176 471 444 | 245 540 730 | 257 602 794 | 219 440 o611
LTD [42] X 92.9 142.8 263.5|98.0 160.4 169.7| 73.6 231.1 209.1| 86.6 102.3 141.4| 70.3 99.1 222.6| 97.6 128.6 252.5(109.5 150.8 204.2
v 85.5 1349 236.6/110.1 192.8 159.8| 67.8 227.0 204.6| 91.0 97.7 128.3| 74.3 104.1 237.1|111.3 140.7 271.7|117.2 156.0 199.9
m| SPGSN [33] X 89.0 131.4 232.8(102.9 170.5 160.5| 62.3 218.8 205.5| 87.5 97.1 131.6] 66.8 98.5 240.1]103.6 124.1 285.2|110.5 149.2 191.5
& v 89.4 137.6 249.5(101.7 176.1 147.8| 67.1 233.2 202.6| 85.5 92.1 120.9| 71.8 98.7 238.2|109.1 124.9 281.3|112.8 1454 193.1
% AuxFormer [70] X | 114.9 173.2 259.7(137.1 178.7 162.4[105.3 230.5 229.9|128.5 108.0 125.1|113.1 144.0 231.9|156.3 132.7 259.5(130.9 160.7 204.9
v 90.5 142.3 240.7(110.2 183.8 170.5| 91.5 232.7 203.9|103.8 106.4 115.5| 76.3 112.9 218.2|113.5 127.1 271.5|105.7 146.0 191.6
BiFu [73] v 67.0 115.0 258.0| 86.6 144.2 171.9( 89.4 205.0 251.7| 98.0 104.0 133.0| 53.9 110.8 229.8| 95.7 126.1 236.1|107.2 128.7 209.9
SIF3D v 82.0 105.7 185.9(100.3 147.1 160.1| 74.0 190.4 199.0|100.1 101.5 114.3| 65.4 94.3 218.1|108.9 121.1 188.4(101.8 137.3 179.4

Table 2. Performance details on the GIMO test set |

] using trajectory deviation and MPJPE (in mm). Our SIF3D demonstrates strong

performance across all scenarios, particularly excelling in long-term predictions, and achieves the best result on average.

4.3. Detailed Results

Next, we analyze the performance of each method under
different timestamps, as illustrated in Table 2 and Table 3.

From the result, we observe that AuxFormer [70]
demonstrates substantial improvement, especially in long-
term trajectory predictions. BiFu [73] outperforms baseline
methods lacking scene and gaze information and remains
competitive with methods that include such information.
We attribute this success to the better ability of cross-modal
feature extraction of transformers. Similarly, our SIF3D
also applies an attention mechanism (TIA and SCA), en-
suring the effective extraction of multi-modal features.

GCN-based methods (LTD [42], SPGSN [33]) show pro-
ficiency in short-term predictions. However, challenges
arise in longer-term scenarios, particularly in 5-second pre-
dictions, where Traj-dest averages over 400mm for both
LTD and SPGSN. This difficulty arises due to the chal-
lenges GCN-based methods encounter in obtaining compre-
hensive whole-person pose features, making it challenging

Method 0.5s 1.0s 2.0s 3.0s 5.0s

AuxFormer [70] 212 322 500 771 1078

‘S | AuxFormer [ ]+Scene+Gaze | 198 274 411 747 916
= BiFu [73] 192 251 417 647 903
SIF3D 179 265 392 579 836

m AuxFormer [70] 105.3 135.7 163.7 211.5 262.0
& | AuxFormer [70]+Scene+Gaze | 95.5 127.3 160.7 203.4 236.8
E BiFu [/3] 100.3 131.0 158.8 196.6 234.2
SIF3D 97.9 125.7 1559 192.4 227.7

Table 3. Performance details on the GTA-1M test set [5] using
trajectory deviation and MPJPE (in mm). We observe that our
SIF3D consistently outperforms the baseline methods in motion
prediction within game engine-rendered 3D scenarios.

to estimate global human intention and establish effective
cross-modal interaction with scene features.

In contrast, our SIF3D achieves superior performance
across all scenarios, particularly achieving the best metrics
in almost all long-term (5-sec) evaluations. This success
is evident in both global trajectory and local pose, high-
lighting the effectiveness of TIA’s intention understanding

2149



global salience

-1.0s

1.0s

global salience

B

ESIEIEN

vertical view

1.0s 3.0s

local salience across time Time
(a) Living room

local salience across time Time

(b) Bedroom

Figure 3. Visualizations of our SIF3D compared with the SoTA BiFu, under the scenarios of (a) living room and (b) bedroom. The
top is the results of BiFu [73], which equally treats all scene points; in contrast, the middle row is our SIF3D, where the salient points are
highlighted in red, and the underlying points are in blue. For the sake of clarity, the predicted sequence is presented from the vertical view,
whole-seq view, and end-pose view. We note that the red human meshes are the ground truth, while the blue ones indicate the predictions.
At the bottom, we present the local scene salience heatmap across time for SIF3D, with a time interval of 2 seconds.

and SCA’s locally scene-aware pose prediction. It also evi-
dences the importance of scene-awareness and line of gaze-
guidance for motion prediction in 3D scenes.

4.4. Visualizations

To delve deeper into SIF3D, we provide the prediction
visualizations in two different scenarios, where BiFu [73]
is used as a baseline, due to its built-in integration of scene
and gaze, resulting in superior numerical performance.

In the first scene (Figure 3(a)), the person navigates
through the aisle between the chair and table, proceeding to-
ward the sofa. While BiFu estimates the overall movement
trend, the predicted motion has the person passing through
the coffee table. Moreover, in the final pose, the person
appears suspended before the chair, deviating from phys-
ical constraints. In contrast, SIF3D demonstrates exhibits
precise predictions of the individual’s motion. The global
scene point salience heatmap derived highlights SIF3D’s
ability to comprehend the 3D scene, concentrating on key
interactive objects (chairs, sofa, and coffee table) aligned
with the observed motion sequence and corresponding hu-
man gaze. This focus enables SIF3D to predict a clear hu-

man intention and devise a plausible trajectory plan.

In the second scene (Figure 3(b)), the individual is
poised to traverse the hallway leading to the main entrance,
reaching the upper left corner intending to open the win-
dow. BiFu [73] predicts an accurate destination, but the
motion sequence presents a significant physical inconsis-
tency within the scene, penetrated by the wall (frames 2-5)
and the screen (frames 7-8). The global salience heatmap
of SIF3D reveals the understanding of the semantics of the
entire 3D scene, even if the upper left corner of the room is
not visible at the end of the observation, providing a better
action prediction. In addition, the local salience heatmap
also shows SIF3D’s awareness of obstacles like the walls.

The visualizations demonstrate that SIF3D effectively
predicts motions that align closely with the ground truth, ac-
curately capturing both global trajectories and local poses.

4.5. Ablation Studies

Ablation of each component. We first investigate the
impact of key components within our SIF3D, including (1)
TIA, (2) SCA, (3) MotionDecoder, (4) Discriminator,
and (5) PointNet++, as shown in Table 4.
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Traj-path Traj-dest MPJPE-path MPJPE-dest
w/o TIA 701 850 167.9 203.8
w/o SCA 640 703 164.8 200.4
w/o MotionDecoder 669 699 159.2 198.9
w/o Discriminator 604 677 158.2 196.8
w/o PointNet++ 766 918 170.4 218.5
SIF3D 590 666 156.6 195.7

Table 4. SIF3D performance with ablations of components,
evaluated using trajectory deviation and MPJPE (in mm).

The removal of TIA and SCA results in a significant
performance decline. Specifically, w/o TIA, SIF3D ex-
periences a significant increase of 111lmm in Traj-dest,
underscoring a reduced capability to fully understand the
3D scene and human intentions. Note that SCA’s spatial
salience bias sgp41i4; depends on the predicted trajectory,
removing TIA also negatively impacts SCA due to the in-
accurate predicted trajectory, which is evident in increases
of 11.3mm and 8.1mm in MPJPE-path and MPJPE-dest. In
addition, w/o SCA, SIF3D cannot capture local scene de-
tails, resulting in a 37mm increase in Traj-dest and a 4.7mm
rise in MPJPE-dest.

TIA and SCA make independent predictions for global
trajectory and local pose. Eliminating the motion decoder
makes the predicted trajectory and pose identical, which in-
troduces a 20.0mm increase in Traj-dest and a 3.2mm rise in
MPJPE-dest. The discriminator also contributes to a 7.8mm
decrease in Traj-dest and a 1.1mm decrease in MPJPE-dest.

Moreover, the scene encoder PointNet++, plays a cru-
cial role as a vital link connecting our motion predic-
tor. Notably, when PointNet++ is removed (replaced with
an MLP), there is a remarkable increase in Traj-dest and
MPIJPE-dest. In summary, these results highlight the effec-
tiveness of each component in our SIF3D.

Point cloud size | 512 1024 2048 4096 8192 16384 32768
Traj-path (mm) 626 605 594 590 588 587 587
MPJPE-path (mm) | 165.4 160.2 157.7 156.6 155.6 155.8 155.4

VRAM (MB) 3560 3700 4358 5246 7286 11916 20876
Speed (sample/s) | 99.8 96.1 885 824 642 422 24.1

Table 5. SIF3D performance with various scene point cloud sizes.

(6) Scene point cloud size. The original size of scene
point clouds from LiDAR sensors typically surpasses S00K
[73]. To optimize the use of scene point clouds, we initially
down-sample them. However, this approach risks omitting
critical scene details. To strike a balance between computa-
tional overhead and performance, we conduct experiments
by varying the scene point cloud sizes to assess SIF3D’s
performance. Table 5 reveals that the performance improves
with the increase in scene point cloud size until the size ex-
ceeds 4096. While the performance continues to advance
with the larger point cloud size, a critical issue emerges
in terms of computational overhead and memory consump-
tion (The VRAM and speed are measured on a NVIDIA
RTX3090 GPU during training). Therefore, in SIF3D, we

Aggregate Method | Last Mean Max Conv Transformer
Traj-path (mm) 594 595 597 602 605
MPJPE-path (mm) | 157.1 157.7 159.2 161.3 160.8

Table 6. Performance of SIF3D with various temporal aggregators.

opt for a trade-off point cloud size of 4096.

(7) Motion aggregator in TIA. In TIA, we consolidate
the motion sequence into a unified motion embedding us-
ing a temporal motion aggregator. To investigate the in-
fluence of various action sequence aggregators on perfor-
mance, we conduct experiments involving 5 aggregation
strategies: (1) Last, capturing the last motion embedding
in the sequence. (2) Mean, averaging across the entire mo-
tion sequence. (3) Max, employing max-pooling through-
out the entire motion sequence. (4) Conv, applying a three-
layer convolutional network to downsample the sequence.
(5) Transformer, introducing a single-layer transformer de-
coder into the aggregation process.

The results in Table 6 reveal that the performance of
SIF3D is not significantly affected by the choice of motion
aggregator, with the first aggregator (Last) demonstrating
the best performance. However, the two weighted methods
(Conv and Transformer) surprisingly yield inferior results.
We attribute this counterintuitive finding to the limited size
of the dataset and the insufficient supervision for the aggre-
gated global motion embedding, making it challenging for
the weighted methods to learn effectively.

5. Conclusion

This work presents a pioneering multi-modal sense-
informed framework, SIF3D, designed for human motion
prediction within real-world 3D scenes. By incorporat-
ing external 3D scene points and internal human gaze,
SIF3D acquires the ability to perceive the scene and com-
prehend human intention using SCA and TIA. In evalua-
tions conducted on two datasets of GIMO and GTA-1M,
SIF3D achieves an average destination trajectory deviation
of 666mm and 836mm on each dataset, and a 195.7mm
and 227.7mm average destination MPJPE, establishing a
new state-of-the-art performance both in global trajectory
and local pose prediction. Consequently, our findings un-
derscore the significance of scene and gaze information in
scene-based motion prediction. Furthermore, we posit that
delving into high-fidelity diverse human motion generation
in real-world 3D scenarios holds promise as a compelling
avenue for future exploration.
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