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Abstract

Salient object detection (SOD) and camouflaged object
detection (COD) are related yet distinct binary mapping
tasks. These tasks involve multiple modalities, sharing com-
monalities and unique cues. Existing research often employs
intricate task-specific specialist models, potentially leading
to redundancy and suboptimal results. We introduce VS-
Code, a generalist model with novel 2D prompt learning, to
Jjointly address four SOD tasks and three COD tasks. We uti-
lize VST as the foundation model and introduce 2D prompts
within the encoder-decoder architecture to learn domain
and task-specific knowledge on two separate dimensions. A
prompt discrimination loss helps disentangle peculiarities
to benefit model optimization. VSCode outperforms state-of-
the-art methods across six tasks on 26 datasets and exhibits
zero-shot generalization to unseen tasks by combining 2D
prompts, such as RGB-D COD. Source code has been avail-
able at https://github.com/Sssssuperior/VSCode.

1. Introduction

Visual salient object detection (SOD) and camouflaged ob-
ject detection (COD) are two interconnected yet unique tasks.
The goal of SOD is to identify prominent objects within an
image that significantly contrast with their surroundings [5],
which can be used to promote segmentation [46, 111], detec-
tion [94], and Part-Object Relational visual saliency [57, 58].
While COD focuses on identifying objects concealed within
their environment. These objects intentionally blend in by
sharing structural or textural similarities with their surround-
ings [15]. Despite the seemingly different definitions of SOD
and COD, they both belong to the realm of binary segmenta-
tion and share some vital fundamental similarities, such as
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Figure 1. Relationship of SOD, COD, and multimodal tasks.
Each specific task is seen as a combination of two dimensions, i.e.
domain (RGB/Depth/Thermal/Flow) and task (SOD/COD).

objectness and structuredness.

To cater to various scenarios, both SOD and COD have
given rise to several sub-tasks with different modalities,
including RGB SOD [83, 108], RGB COD [27, 66, 101],
RGB-D SOD [42, 71], RGB-D COD [92], and RGB-T SOD
[80, 107]. By leveraging optical flow maps, Video SOD
(VSOD) [44, 91] and VCOD [10, 36] tasks can also be seen
as a combination of two modalities. The relationship of
SOD, COD, and multimodal tasks is shown in Figure 1,
where each specific task can be considered as a combination
of two dimensions, i.e. domain and task. Although these
multimodal tasks differ in the complementary cues they em-
ploy, these modalities share some key commonalities. For
instance, depth, thermal, and optical flow maps often show
obvious objectness as in RGB images.

Although previous CNN-based [10, 61, 71, 77, 86, 109]
and transformer-based [54, 116] approaches have effectively
addressed these tasks and achieved favorable results, they
usually rely on meticulously designed models to tackle each
task individually. Designing models specifically for indi-
vidual tasks can be problematic since the training data of
one task is typically limited. Task-specific specialist models
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Figure 2. Overall architecture of our VSCode model. We use
VST [54] as the foundation model to acquire commonalities among
multimodal SOD and COD tasks. For each task, we integrate 2D
prompts to aggregate peculiarities along the domain dimension and
the task dimension, including four domain-specific prompts and
two task-specific prompts.

may be overly adapted to a particular task and overfitted to
specific training data distribution, which ultimately sacrifices
generalization ability and results in suboptimal performance.
One solution may be using more data, however, being costly
and time-consuming for data annotation. To this end, joint
learning a generalist model emerges as a more promising
option, as it allows for the maximum use of all data and the
effective learning of the commonalities of all tasks, hence sig-
nificantly reducing the risk of overfitting and enhancing the
generalization capability [34, 55]. However, joint learning
multiple tasks is not straightforward. On one hand, simul-
taneously handling both commonalities and peculiarities of
all tasks poses a significant challenge as the incompatibility
among different tasks easily leads to a decline in perfor-
mance with simple joint training [40]. On the other hand,
it usually introduces additional complexity, computational
costs, and parameters.

In this paper, we present a general Visual Salient and
Camouflaged object detection (VSCode) model which en-
capsulates both commonalities and peculiarities of different
tasks with a simple but effective design, as illustrated in
Figure 2. On one hand, we adopt VST [54] as the shared seg-
mentation foundation model to assimilate commonalities of
different tasks by leveraging its simple and pure-transformer-
based architecture. On the other hand, inspired by the recent
emergence of the parameter-efficient prompting technique
[31, 63, 112], we propose 2D prompts to capture task pe-
culiarities. Specifically, we decompose these peculiarities
along the domain dimension and the task dimension, and con-
sequently design domain-specific prompts and task-specific
prompts to comprehend the differences among diverse do-
mains and tasks, respectively. These 2D prompts can effec-
tively disentangle domain and task peculiarities, making our
model easily adaptable by combining them to tackle spe-
cific tasks and even unseen ones. Furthermore, we present
a prompt discrimination loss to encourage the 2D prompts

to focus on acquiring adequate peculiarities and enable the
foundational model to concentrate on commonality learning.

Finally, we train our VSCode model on four SOD tasks
and two COD tasks, demonstrating its effectiveness against
state-of-the-art methods. What’s more, we carry out evalu-
ations on a reserved task and reveal remarkable zero-shot
generalization ability of our model, which has never been
explored in previous works. The main contributions in this
work can be summarized as follows:

* We present VSCode, the first generalist model for mul-
timodal SOD and COD tasks.

* We propose to use a foundation segmentation model
to aggregate commonalities and introduce 2D prompts
to learn peculiarities along the domain and task dimen-
sions, respectively.

* A prompt discrimination loss is proposed to effectively
enhance the learning of peculiarities and commonalities
for 2D prompts and the foundation model, respectively.

e Our VSCode model surpasses all existing state-of-the-
art models across all tasks on 26 datasets and showcases
its ability to generalize to unseen tasks, further empha-
sizing the superiority of our approach.

2. Related Work
2.1. Deep Learning Based SOD and COD

SOD. Previous RGB SOD works delved into attention-based
[9, 19, 49, 71, 108], multi-level fusion-based [20, 24, 67, 83,
102, 113], recurrent-model-based [8, 12, 48, 60, 82], and
multi-task-based methods [29, 72, 84, 90, 104, 106, 110]. In
the case of RGB-D SOD, some models [9, 42, 43, 52, 53,
71, 109] leveraged various attention mechanisms to incorpo-
rate depth cues into RGB features. With regard to RGB-T
SOD, recent studies also introduced attention-based meth-
ods [77, 80] and multi-level fusion [76, 107] to excavate the
relationship between RGB and thermal features. Regard-
ing the VSOD task, some works [18, 21, 30, 74, 86] mined
spatial-temporal and appearance cues. More recently, there
was a growing trend where various research [28, 44, 51, 73]
endeavored to incorporate optical flow for combining motion
cues with appearance details. Consistent with recent studies,
we treat optical flow as a form of modality information and
view VSOD as a multimodal SOD task.

COD. Currently, COD has RGB COD, RGB-D COD, and
VCOD tasks. RGB COD methods can be broadly cate-
gorized as multi-task-based approaches [61, 101], multi-
input-based approaches [66, 114], and refinement-based ap-
proaches [15, 32]. The RGB-D COD task was initially intro-
duced in [92], where depth inference models are adapted for
object segmentation. For VCOD, prior studies segmented
the moving camouflaged objects via dense optical flow [3, 4]
or well-designed models [10, 36]. For a more comprehensive
literature review, please refer to [16].
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Figure 3. Overall framework of our proposed VSCode model with 2D prompt learning. Based on the VST [54] foundation model, we
insert the respective domain-specific prompts and task-specific prompts in the attention windows in the Swin transformer [59] encoder layers
to learn domain and task-specific encoder features. The convertor is used for multimodal feature fusion. Within the transformer decoder
layers, task-specific prompts are appended to image feature tokens to perform task-specific decoding. We also provide detailed structures of

an encoder layer (¢ = 0) and a decoder layer (5 = 0).

2.2. Prompt in Computer Vision

Prompt was initially introduced in the field of NLP [6] and
has been successfully integrated into computer vision tasks
[25]. VPT [31] introduced a small amount of trainable pa-
rameters as prompts in the input space. ViPT [115] put
forth the idea of modality-complementary prompts for task-
oriented multi-modal tracking. Prior research has primarily
focused on specific tasks, such as classification or tracking.
In this paper, we propose to use 2D prompts for assembling
different multimodal tasks and enable zero-shot generaliza-
tion on unseen tasks, which has not been explored before.
2.3. Generalist Segmentation Architecture

Recently, several generalist frameworks have emerged for
a range of segmentation tasks using a variety of prompts
[1]. On one hand, X-Decoder [117] utilized generic non-
semantic queries and semantic queries to decode different
pixel-level and token-level outputs. UNINEXT [95] intro-
duced three types of prompts, namely category names, lan-
guage expressions, and reference annotations. On the other
hand, Painter [87] and SegGPT [88] leveraged image-mask
pairs from the same task as prompts. Unlike the approaches
mentioned above, which mainly concentrate on task differ-
ences, our VSCode dissects unique characteristics based on
both domain and task dimensions, leading to a more versatile
design.

In the field of SOD and COD, EVP [56] introduced adap-
tors into the encoder and trained each task individually for
various foreground segmentation tasks. Different from them,
we consider not only multiple tasks but also multiple modal-
ities and we train all tasks simultaneously.

3. Methodology

In this work, we propose VSCode with the aim of jointly
training SOD and COD tasks in an efficient and effective
way. We allow VST [54] to incorporate commonalities (Sec-
tion 3.1), and utilize 2D prompts, which comprise domain-

specific (Section 3.2) and task-specific prompts (Section 3.3),
to encapsulate peculiarities. To accurately disentangle do-
main and task peculiarities in 2D prompts and encourage
commonality learning in VST, we introduce a prompt dis-
crimination loss (Section 3.5). Figure 3 shows the overall
architecture of our proposed VSCode.

3.1. Foundation Model

To achieve a more comprehensive integration of commonal-
ities from SOD and COD tasks, we select VST [54] as our
fundamental model. VST was originally proposed for RGB
and RGB-D SOD and comprises three primary components,
i.e. a transformer encoder, a transformer convertor, and a
multi-task transformer decoder. It initially employs the trans-
former encoder to capture long-range dependencies within
the image features fZ € R'*¢ where i € [0,1,2,3] in-
dicates the index of blocks in the encoder, /; and ¢; mean
the length of the patch sequence and the channel number
of f£. Subsequently, the transformer convertor integrates
the complement between RGB and depth features via cross-
attention for RGB-D SOD or uses self-attention for RGB
SOD. In the decoder, which is composed of a sequence of
self-attention layers, VST predicts saliency maps and bound-
ary maps simultaneously via a saliency token, a boundary
token, and decoder features ij € Rl*d where j corre-
sponds the index of blocks in the decoder. Here j € [2, 1, 0]
for descending order and d =384. Due to the simple and pure-
transformer-based architecture, VST can be easily used for
other multimodal tasks and COD tasks without the need for
model redesign. As a result, it emerges as a superior choice
for constructing a generalist model for general multimodal
SOD and COD.

In pursuit of improved outcomes and a more suitable
structure, we introduce modifications to VST. First, we se-
lect Swin transformer [59] as our backbone due to its effi-
ciency and high performance. Second, to maintain a unified
structure for both RGB tasks and other multimodal tasks,
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we utilize the RGB convertor in VST, which comprises stan-
dard transformer layers. For multimodal tasks, we simply
concatenate the supplementary modality’s features with the
RGB features along the channel dimension and employ a
multilayer perceptron (MLP) to project them from 2d chan-
nels to d channels. For RGB tasks, no alterations are made.
Third, we incorporate certain extensions from VST++ [50],
specifically including the token-supervised prediction loss.

3.2. Domain-specific Prompt

Within the encoder, lower layers are dedicated to extracting
low-level features, encompassing edges, colors, and textures,
which exhibit distinct characteristics in various domains
[100]. For instance, depth maps are typically rendered in
grayscale, while thermal maps present a broader color spec-
trum. Higher layers, on the other hand, capture semantic
information from modality features, which is crucial for all
tasks. Consequently, we introduce domain-specific prompts
p¢ at each block i in the encoder and design four kinds of
domain-specific prompts for RGB, depth, thermal, and op-
tical flow, respectively, to highlight the disparities among
domains, as shown in Figure 3.

Given the image features f from a specific block in the
Swin transformer encoder, we use window-attention [59]
and partition the feature fZ into window features fZ €
RU/M?xM?xei \where M represents the window size and
l;/M 2 is the number of windows. Then, we replicate the
prompts p? € RN:*¢ for each window and obtain p¢ €
RI:/M*xNixei \where N; represents the number of learnable
prompt tokens. Next, we append them to the patch feature
tokens in each window and perform self-attention within
each window, which can be defined as

T-w

¢ o
{ngl] - MLP(SW/W—MSA([% })), (1)

where W-MSA and SW-MSA are multi-head self-attention
modules with regular and shifted windowing configurations,
respectively. Here we omit the residual connection [23], and
layer normalization [2]. Next, we segment p?jrl from each
window and calculate the average of them to obtain p?, |,
and then reassemble the output window feature £ to f; 1

for the next block.

3.3. Task-specific Prompt

Prior research [39] has traditionally regarded SOD and COD
as opposing tasks, emphasizing the disparities between the
features extracted by the SOD encoder and the COD encoder
as much as possible. However, we believe that SOD and
COD share significant commonalities in their features, such
as low-level cues, high-level objectness, and spatial struc-
turedness. As a result, we introduce task-specific prompts
to learn the peculiarities while retaining the primary stream
parameters shared to capture commonalities. We add the

Predictions with Predictions with
SOD Prompt COD Prompt CODGT

Figure 4. Illustration of the influence of using different task
prompts.

Image

task-specific prompts in both VST encoder and decoder, and
the overall impact of adding these prompts is illustrated in
Figure 4.

Encoder. Although the encoder primarily focuses on
domain-specific features with domain prompts, semantic fea-
tures still play a pivotal role in distinguishing SOD and COD
tasks. Semantic features from the encoder typically empha-
size the most relevant region for a particular task and allocate
more attention accordingly. In the case of the SOD task, the
foreground region receives greater attention, whereas for the
COD task, the background usually gains large importance
since objects are typically concealed within it. Hence, it
is essential to incorporate task-specific prompts to encour-
age learning task-related features in the encoder. Otherwise,
we risk initially activating the wrong objects before the de-
coding process. Following the pattern of domain-specific
prompts, we introduce task-specific prompts pi¢ € RNi*¢i
in each encoder block and use them in the same way as how
domain-specific prompts are used.

Decoder. Camouflaged objects typically exhibit more
intricate and detailed boundaries compared to salient objects.
This complexity arises because concealed objects often share
color or textual similarities with their surroundings, resulting
in imperceptible boundaries. Therefore, solely introducing
task-specific prompts in the encoder may not be adequate, as
camouflaged objects require a more refined process within
the decoder. We incorporate task-specific prompts in the de-
coder to allocate distinct attention for reconstructing both the
boundary and object regions based on the features extracted
by the encoder. In contrast, previous research [39] has not ad-
equately explored the differences between these two tasks in
the decoder, as they typically use a single decoder to handle
both.

Regarding task-specific prompts in the decoder, we sim-
ply append learnable prompts p4 ; € RV*? to the decoder
feature tokens _fﬁrl from a specific block j+1 in the decoder.
Then, we apply the self-attention as follows:

td td
[” JD] « MLP(MSA( {p JD“} ), @)
I Fita

where MSA denotes the multi-head self-attention. Here we
omit the saliency and boundary tokens in the VST decoder
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Figure 5. Correlation of prompt pairs at each encoder block.

for conciseness. Please note that our task-specific prompts
differ from saliency and boundary tokens since we do not
introduce any supervision for them.

3.4. Prompts Layout and Discussion

To incorporate the aforementioned prompts within the
encoder-decoder architecture, inspired by VPT [31], we of-
fer two prompt inserting versions. In the deep version, new
prompts are introduced at the start of each transformer block,
whereas the shallow version involves proposing prompts
at first and updating them across all blocks. To unveil the
specific relationship among different domains and tasks at
varying network depths, we employ the deep version for
both domain and task-specific prompts within the encoder.
Based on VST’s design, which introduces a saliency and a
boundary token at the beginning of the decoder, we use the
shallow version for task-specific prompts in the decoder.
We calculate the correlations of different domain and task
prompt pairs at different blocks in Figure 5. It is evident
that depth, thermal, and optical flow exhibit relatively strong
correlations in low-level features, as all of them usually
show obvious low-level contrast between target objects and
backgrounds in terms of color or luminance. However, at
higher levels, most domains exhibit lower correlations, high-
lighting the distinctions among them. Additionally, as for
task-specific prompts, it is clear that SOD prompts and COD
prompts exhibit more shared knowledge in the lower layers.
As we progress to higher layers, the correlation decreases,
indicating that high-level features gradually learn unrelated
information. This observation urges us to implement the
deep version of domain-specific prompts and task-specific
prompts in the encoder in our final design, as different blocks
acquire distinct knowledge. Moreover, the gradually de-
creased correlation values along with the increase of the
network depth encourage us to use a progressively larger
number of prompt tokens, as lower correlation means larger
peculiarities and hence requires more parameters to learn.

3.5. Loss Function

The design principle of our model is to use 2D prompts for
encompassing peculiarities while integrating commonalities

into the foundation model. However, this is not straight-
forward for freely learned prompts. As shown in Figure 5,
they still suggest certain correlations. This indicates that the
learned prompts are entangled, risking the model’s capacity
to differentiate among various domains and tasks and result-
ing in suboptimal optimization. Hence, we propose a prompt
discrimination loss to minimize the correlation among the
prompts of the same type, guaranteeing that each prompt
acquires unique domain or task knowledge. Specifically, we
aggregate prompts of the same domain/task into a single
embedding and then perform discrimination. First, we av-
erage the input prompt tokens of each same prompt type at
each block and use linear projections to align the channel
numbers to d. Subsequently, for each type of prompt, we
concatenate the averaged prompts of different blocks, and
use MLP to obtain the overall domain-specific prompt p;l“”

and task-specific encoder prompt p, *!*:

pj“t* = MLP[LA(p{); LA(p}); LA(p3); LA(p9)],

. 3)
piee! = MLP[LA(p); LA(p!®); LA(pY); LA(p)],

where L and A represent the linear and average operation,
respectively, with [ € {depth, thermal, flow,rgb}, and
k € {SOD,COD}. Since the task-specific prompts in the
decoder are shallow, we simply average them.

Afterward, we calculate the cosine similarity between
prompt pairs, resulting in eight types of cosine similar-
ity results CS,,. Here m means the combination of
domains/tasks, namely {RD, RT, RF, DF, DT, TF} for
domain-aggregated prompts and {SCgy, SCpg} for task-
aggregated prompts in the encoder and decoder, respectively.
Finally, we minimize the correlation within these prompt
pairs and define our prompt discrimination loss as

Lais =Y I(1+[CSnl), )

which is further combined with the segmentation losses and
boundary losses [54] to train our model.

4. Experiment
4.1. Datasets and Evaluation Metrics

For RGB SOD , we evaluate our proposed model using six
commonly used benchmark datasets, i.e. DUTS [81], EC-
SSD [97], HKU-IS [45], PASCAL-S [47], DUT-O [99],
and SOD [62]. For RGB-D SOD , we use six large bench-
mark datasets, including STERE [64], NJUD [33], NLPR
[69], DUTLF-Depth [71], SIP [17], and ReDWeb-S [53].
In terms of RGB-T SOD , we consider three public datasets:
VT821 [79], VT1000 [78], and VT5000 [77]. For VSOD ,
we employ six widely used benchmark datasets: DAVIS
[70], FBMS [65], ViSal [85], SegV2 [41], DAVSOD-Easy,
and DAVSOD-Normal [18]. Regarding RGB COD , three
extensive benchmark datasets are considered, including

17173



. Params RGB SOD RGB-D SOD RGB-T SOD VSOD RGB COD VCOD
Settings DUTSI[81] NJUD[33] VT5000([77] SegV2[41] CAMOI[37] CAD([3]
M [Sm T Fm T Enmt|Sm T Fnt Em 1 Sm T Fn t Em 1|Sm T Fim t Em 11Sm P Fim t Em 1|Sm T Fm T Em T
ST 323.46%| 900 .885 .940 | .927 928 .958 | 900 .863 .938 |.896 .870 .952 |.793 .751 .871 | .686 .522 .787
GT 54.06 | .898 .884 941 | 924 922 954 | .903 .886 .942|.930 911 972 | - - - - - -
GT+p? 54.06 | .902 .890 .945 | .931 .932 962 |.909 .877 .947|.931 917 975 | - - - - - -
GT+p%+p? 54.09 | 904 .892 945 | .931 931 961 | .906 .892 .946|.925 910 .970 | .804 .776 876 |.759 .639 .808
GT+p+pt+Lg;,| 54.09 | .909 .899 .948 | .935 .938 .965 | .912 .882 .950 | .943 .930 .984 | .811 .782 .884 |.736 .614 .797
wlo pte 54.07 | 908 .896 .947 | 932 932 960 | .909 .878 .947 | .933 .907 .966 |.800 .770 .872 |.743 .611 .798
w/o ptd 54.08 | .902 .889 .943 | .929 929 959 | .904 .872 .941|.940 919 .975|.799 .770 875 |.740 .599 .814

Table 1. Ablation studies of our VSCode on the Swin-T [59] backbone with 224 x 224 image size. We conduct evaluations on one
representative dataset for each task. “ST” indicates special training, “GT” means general training, p® represents domain-specific prompts,
and p' is task-specific prompts, which consists of p'® in the encoder and p'® in the decoder. L£4;, is our prompt discrimination loss. The best

results under each setting are labeled in bold.

. Params RGB SQD RGB-D SOD RGB-T SOD VSOD RGB COD VCOD
Settings DUTS[81] NJUDI[33] VT5000[77] SegV2[41] CAMOI[37] CADI3]
M) [Sm? Fnt Em T |Sm T Fn? Em T |[Smt Fm? Em 1|Sm T Fm? Em 1| Sm T Fmt Em 1 |Sm T Fn T Em T
shallow or deep version for domain-specific prompts
shallow | 54.83 | 900 .887 943 | 926 .926 .955 | 905 873 944 | 931 917 972 - - - - - -
deep | 54.06 | 902 .890 .945 | 931 .932 .962 | .909 877 947 | 931 917 .975 - - - - - -
shallow or deep version for task-specific prompts in the encoder
shallow | 54.45 | 902 .888 943 | 928 .928 958 | 902 .870 .940 | .927 .905 .964 | .793 763 .866 | .747 .616 .798
deep | 54.08 | 903 .890 .944 | 934 934 962 | 905 874 943 | 924 903 960 | .804 .772 .881 | .759 .651 .831
shallow or deep version for task-specific prompts in the decoder
deep | 54.10 | 903 .891 .945 | .930 .932 960 | 905 .888 943 | .922 903 966 | .802 .774 .881 | .738 .605 .801
shallow | 54.09 | 904 .892 .945 | 930 .931 .961 | .906 .892 946 | .925 910 .970 | .804 .776 .876 | .759 .639 .808
number of domain-specific prompts at four blocks
1,1,1,1 | 54.06 | 902 .890 .945 | .931 932 .962 | 909 .877 .947 | 931 917 975 - - - - - -
55,55 | 54.08 | 903 .890 .945 | 931 935 961 | 902 .869 .940 | 918 .887 954 - - - - - -
number of task-specific prompts in the encoder at four blocks
55,55 | 5407 | 903 .893 .947 | 928 930 959 | 903 .870 .940 | .931 918 975 | 795 .766 .866 | .739 .600 .799
1,1,510| 54.08 | .903 890 944 | 934 .934 .962 | .905 .874 .943 | 924 903 960 | .804 .772 .881 | .759 .651 .831
number of task-specific prompts in the decoder
5 54.08 | 904 890 .946 | 929 931 957 | 904 890 .943 | 931 911 969 | .807 .782 .881 | .746 .626 .805
10 54.09 | 904 .892 945 | 930 931 .961 | 906 .892 .946 | .925 910 .970 | .804 .776 .876 | .759 .639 .808
15 54.09 | 903 889 944 | 929 933 956 | 904 890 942 | 932 913 .974 | 798 771 875 | 743 .621 .791

Table 2. Ablation studies of different designs of prompt layout.

COD10K [15], CAMO [37], and NC4K [61]. For VCOD ,
we utilize two widely accepted benchmark datasets: CAD
[3] and MoCA-Mask [10]. To ensure a consistent evalua-
tion across all SOD and COD tasks, we employ three com-
monly used evaluation metrics to assess model performance:
structure-measure S, [13], maximum enhanced-alignment
measure F,, [14], and maximum F-measure F;,,.

4.2. Implementation Details

Building on prior research [10, 22, 51, 54, 77], we employ
the following datasets to train our model concurrently: the
training set of DUTS for RGB SOD , the training sets of

NJUD, NLPR, and DUTLF-Depth for RGB-D SOD , the
training set of VI5000 for RGB-T SOD , the training sets
of DAVIS and DAVSOD for VSOD , the training sets of
COD10K and CAMO for RGB COD , and the training set

of MoCA-Mask for VCOD . To ensure a fair comparison
with previous works [22, 38, 56, 76, 116], we resize each

*The parameters for our specialized training methods amount to 53.61M
for the RGB task and 54.06M for the multimodal task, resulting in a total
of 323.46M parameters for all six tasks.

image to 384 x 384 pixels and then randomly crop them to
352 x 352 image regions for training. Our training process
employs the Adam optimizer [35] with an initial learning
rate of 0.0001, which is reduced by a factor of 10 at half and
three-quarters of the total training steps. We conduct a total
of 150,000 training steps using a 3090 GPU. We mix the
above six tasks in each training iteration with two samples
for each task, leading to a total batch size of 12.

4.3. Ablation Study

Architecture Design. To demonstrate the efficacy of vari-
ous components in our VSCode model, we report the quan-
titative results in Table 1. We start by performing special
training (ST) on each task individually and then conduct
general training (GT) on all SOD tasks. Please note that
here we do not consider COD tasks since no task prompt is
used. We observe improved performance on RGB-T SOD
and VSOD, demonstrating the significant benefit of shared
knowledge in different tasks, especially for those with lim-
ited training data diversity. However, the results of RGB
SOD and RGB-D SOD do not show a significant increase.
Our hypothesis is that amalgamating the training of multi-
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Method | P2rams DUTS[81] ECSSD[97] HKU-IS[45] PASCAL-S[47] DUT-0[99] SOD[62]

M) |Smt Fnt Em 1 Smt Fm T Em 1|Sm T Fn t En 1 Sm T Fm T Em 1|Sm T Fn t Em 1Sm T Fm T Em T
VST[54] 44481896 877 .939 [ .932 944 964 [ 928 937 .968 | .873 .850 .900 | .850 .800 .888 | .854 .866 .902
ICON-R[116] | 33.09 | .890 .876 931 | 928 943 960 | .920 .931 960 | .862 .844 888 | .845 .799 .884 | 848 .861 .899
VST-T++ [50]| 53.60 | .901 .887 .943 | 937 949 968 | .930 .939 968 | .878 .855 .901 | .853 .804 .892 | .853 .866 .899
MENet[89] | 27.83 | .905 .895 .943 | 927 938 .956 | .927 .939 965 | 871 .848 892 | .850 .792 879 | .841 847 .884
VSCode-T | 54.09 | 917 910 .954 | .945 957 .971 | 935 .946 .970 | .878 852 .900 | .869 .830 .910 | .863 .879 .908
EVP[50] 64.527| 917 910 956 | .936 949 965 | 935 945 971 | 880 859 902 | .864 822 902 | .854 873 .901
VSCode-S  [74.727| 926 922 .960 | 949 959 974 | 940 951 974 | 887 .864 .904 | 877 .840 912 | .870 .882 910

Table 3. Quantitative comparison of our VSCode with other 5 SOTA RGB SOD methods on six benchmark datasets. “-R”, “-T” and
“-S” mean the ResNet50 [23], Swin-T, and Swin-S[59] backbones, respectively. ‘-’ indicates the code is not available. The best performance
under all settings is bolded, and the best results under each setting are labeled in bold.

Methog | Params|  NJUD [33] NLPR[69] DUTLF-Depth[71] | ReDWeb-S[53] STERE[64] SIP[17]
(M) S”YLT FmT EmT SmT F"YLT E"YLT SmT FmT EmT ST’LT F’VYLT EmT Sm’r F"YLT E”YLT SmT FmT EmT
CMINet[103] | 188.12] 929 934 957 | 932 922 963 | 912 913 938 | 725 726 800 | 918 916 951 | 899 910 939
VST([54] 5383 | 922 920 951 | 932 920 962 | 943 948 969 | 759 763 826 | 913 907 951 | 904 915 944
VST-T++ [50]] 100.51| 928 929 958 | 933 921 964 | 944 948 969 | 756 757 819 | 916 911 950 | .903 914 944
SPSN[38] - . - 923 912 960 | - - - - - | 907 902 945 |.892 900 936
CAVER[68] | 55.79 | 920 924 953 | 929 921 964 | 931 939 962 | 730 724 802 | 914 911 951 | .893 906 .934
VSCode-T | 5400 | .941 .945 .967 | 938 .930 .966 | .952 .959 .974 | .766 .771 .831 | 928 .926 .957 | 917 .936 .955
VSCode-S 7472 | 944 949 970 | 941 932 968 | .960 .967 .980 | .777 .776 .829 |.931 .928 .958 | .924 942 958
Table 4. Quantitative comparison of our VSCode with other 5 SOTA RGB-D SOD methods on six benchmark datasets.
9 . . .
Method  |P2rams| VT82I[791 | VTI000[78] | VT5000[77] Prompt Location. Following VPT [31], we design other
(M) 57"/ FT,L E’I’L S’UL F"L E'"L S7"/ F’I,L E",L .
MIDD[76] 5243 | .871 .847 916].916 .904 .956|.868 .834 919 forms of prompt layout based on Section 3.4. Table 2 reveals
TNet[11] 87.41 |.899 .885 .936/.929 .921 .965|.895 .864 .936 that employing the shallow version of task-specific prompts
CGMDR[7] - |894 872 .9321.931 927 .966.896 .877 .939 in the decoder, the deep version of domain-specific prompts
VST-T++ [50]| 100.51 | 894 861 .923|.941 931 .972(.895 854 933 d task 6 s in th der vields the best
CAVER[68] | 55.79 |.891 .874 .933(.936 .927 .970|.892 .857 .935 and task-specilic prompts in the encoder yields the bes
VSCode-T | 54.09 |.921 .906 .951|.949 .944 .981|.918 .892 .954 results. One plausible rationale is that each block aggregates
VSCode-S 7472 |.926 910 .954].952 .947 .981|.925 .900 .959 distinct-level features within the encoder, thus it is better

Table 5. Quantitative comparison of our VSCode with other 5
SOTA RGB-T SOD methods on three benchmark datasets.

modal images within a shared model might prevent further
optimization on those well-learned tasks. Based on this, we
introduce domain-specific prompts p?, resulting in substan-
tial improvements across all datasets, which demonstrates
the efficacy of domain-specific prompts in consolidating pe-
culiarities within their respective domains. Subsequently, we
introduce task-specific prompts p! in the encoder-decoder
architecture, enabling the capability to handle COD tasks.
This brings slightly improved performance on some SOD
tasks, however, significantly improves the performance on
all COD tasks compared with the ST baseline, which proba-
bly owes to the well-learned commonalities from different
tasks. Moreover, the incorporation of the prompt discrimina-
tion loss Lg4;s leads to improved performance on most tasks,
reaffirming its effectiveness in disentangling peculiarities.
To further evaluate the effectiveness of the task-specific
prompts in the encoder and decoder, we remove them individ-
ually, resulting in performance decrease. This indicates that
using task prompts in both encoder and decoder is necessary.
We also observe our 2D prompts only bring around 0.03M
parameters, which makes our model much more parameter-
efficient than the traditional special training scheme.

TPlease note that our model shares parameters across six tasks, in con-

to propose unique prompts for each block. In our decoder,
we follow VST and used skip connection to fuse decoder
features with encoder features, which have already utilized
deep task prompts for distinction. Hence, using more task
prompts in the decoder may not be essential, and the shallow
version seems to be a more fitting choice.

Prompt Length. We perform experiments with varying
lengths for three kinds of prompts. As shown in Table 2, for
domain-specific prompts, using one prompt token at each
block achieves better performance than using more tokens.
This suggests that it’s possible to effectively capture domain
distinctions using only a small number of prompts, which
matches the observed relatively large correlation within do-
main prompts in Figure 5. Regarding task-specific prompts
within the encoder, a prompt layout of 1,1,5,10 tokens at four
blocks is found to be optimal on COD tasks, highlighting the
importance of high-level semantic features over low-level
features in distinguishing between SOD and COD tasks. This
observation matches Figure 5 as well in which the correla-
tions of SC in deep blocks are smaller than those in shallow
blocks. Regarding the number of task-specific prompts in
the decoder, performance starts to decline when it exceeds

trast to EVP, which uses task-specific training. Therefore, comparing the
parameters of our model with EVP may not be completely fair owing to the
differences in training strategies and backbone utilization.
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Method Params DAVIS [70] FBMSJ[65] ViSal[85] SegV2[41] DAVSOD-Easy[18]|DAVSOD-Normal[ 18]
M) [Sm T Fm T Em 1|Sm T Fm T Em 1|Sm T Fm T Em 1|Sm T Fn T Em T[Sm T Fm T Em T|Sm T Fim T Em T
DCFNet[105] 71.66 | 914 899 970 | .883 .853 .910|.952 .953 .990 | 903 .870 .953 |.729 .612 .781 |.708 .601 791
FSNet[28] 102.30( .922 909 .972 | .875 .867 .918 - - - 849 773 920 | .760 .637 .796 | .732 .623 789
CoSTFormer[51] - 923 906 .978 - - - - - - 874 813 943 | 779 .667 819 | .730 .614 777
UFO[75] 5592 | 918 906 .978 | .858 .868 911 | .926 .917 .969 | .888 .850 .951 |.747 .626 .799 | .711 .605 773
VSCode-T 54.09 | 930 913 970 | .891 .880 .923 | .952 .954 989 | .943 .937 .984 | .792 .696 .831 |.738 .631 797
VSCode-S 7472 | 936 .922 .973 | .905 .902 .939 | .955 .957 .991 | .946 .937 .984 | .800 .710 .835 |.758 .666  .815
Table 6. Quantitative comparison of our VSCode with other 4 SOTA VSOD methods on six benchmark datasets.
Method | Params| CODIOK[I5] | NC4K[o1] CAMOI[37] Summary CODI0K[15] | NC4K[61] | CAMOI[37]
™M) | S Fmn Em|Sm Fmo Em|Sm Fm Em Method Task Sm Fm Em|Sm Fm Em|Sm Fm Em
MGLJ[101] | 63.60 |.814 .738 .890| - - - 1.776 741 842 PopNet[92]| RGB-D |.851 .802 .919|.861 .843 .919|.808 .792 .874
UJSC[39] 121.63 |.817 .750 .902|.856 .835 .920(.803 .775 .867 VSCode-T |ZS RGB-D|.882 .849 .945|.902 .894 .950|.885 .885 .945
SegMar[32]| 56.21 |.833 .755 .907|.841 .827 .907|.816 .803 .884 VSCode-T RGB .847 795 .925|.874 .853 .930(.838 .821 .909
(LDIRL 510 | T ) Sl % 1 5% T Comparion il iheSOTA RGED COD method o
EVP[S()] 64.52 |.845 794 926|.874 .855 .933|.849 .833 918 three benchmark datasets. “ZS” indicates zero-shot.
VSCode-S | 74.72 |.869 .827 .942|.891 .878 .944|.873 .861 .938

Table 7. Quantitative comparison of our VSCode with other 5
SOTA RGB COD methods on three benchmark datasets.

Params CAD [3] MoCA-Mask[10]

Method | M) | St Fn® Emt|Smt Fmt Emt
PNS-Net[26] | 26.87 671 473 787 514 .068 .599
RCRNet[96] | 53.79 664 405 786 559 170 .593
MG[98] - 608 .378 673 500 (138 S14
SLT-Net[10] | 164.68 | .715 542 .823 624 327 768
VSCode-T 54.09 | .757 .659 .808 .650 339 .787
VSCodeS | 7472 | .790 680 .853 | .665 .386 .196

Table 8. Quantitative comparison of our VSCode with other 4
SOTA VCOD methods on two benchmark datasets.

10. This emphasizes that blindly increasing the number of
prompts doesn’t guarantee improved performance.

4.4. Comparison with State-of-the-Art Methods

Due to space limitation, we only report the performance com-
parison of our methods against other most highly-performed
state-of-the-art methods, including 4 specialist RGB SOD
models [50, 54, 89, 116], 5 specialist RGB-D SOD mod-
els [38, 50, 54, 68, 103], 5 specialist RGB-T SOD models
[7, 11, 50, 68, 76], 3 specialist VSOD models [28, 51, 105],
4 specialist RGB COD models [22, 32, 39, 101], and 4 spe-
cialist VCOD models [10, 26, 96, 98]. Two generalist mod-
els [56, 75] are also reported. To ensure a relatively fair
comparison with EVP [56], which utilizes SegFormer-B4
[93] as their backbone (64.1M parameters), we switch our
backbone to Swin-S [59] as it has a similar number of param-
eters (S0OM). As shown in Table 3, Table 4, Table 5, Table 6,
Table 7, and Table 8, our VSCode significantly outperforms
all specialist methods and two generalist models across all
six tasks, underscoring the effectiveness of our specially
designed 2D prompts and prompt discrimination loss. The
supplementary material displays visual comparison results
among the top-performing models.

4.5. Analysis of Generalization Ability

Previous generalist research [56, 75] primarily concentrated
on assessing the effectiveness of models in training tasks, ne-

glecting their capacity for generalizing to novel tasks. There-
fore, we employ the RGB-D COD task, which is not used
in training, to further investigate the zero-shot generaliza-
tion capabilities of our model. Specifically, we utilize our
well-trained model and combine depth and COD prompts
to tackle the RGB-D COD task. As shown in Table 9, our
VSCode model significantly outperforms the state-of-the-
art specialist model PopNet [92], although ours works in a
pure zero-shot way. This demonstrates the superior zero-
shot generalization ability of our proposed method. We also
present the results of our model using only RGB information,
which yields considerably lower performance compared to
zero-shot RGB-D results. This validates that our zero-shot
performance is not reliant on the utilization of seen RGB
COD information but on the effectiveness of consolidating
domain- and task-specific knowledge, which allows for the
straightforward combination of various domain- and task-
specific prompts for unseen tasks.

5. Conclusion

In this paper, we present VSCode, a novel generalist and
parameter-efficient model that tackles general multimodal
SOD and COD tasks. Concretely, we use a foundation model
to assimilate commonalities and 2D prompts to learn domain
and task peculiarities. Furthermore, a prompt discrimina-
tion loss is introduced to help effectively disentangle spe-
cific knowledge and learn better shared knowledge. Our
experiments demonstrate the effectiveness of VSCode on six
training tasks and one unseen task.
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