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Abstract

Segment Anything Model (SAM) has achieved impressive
performance in many computer vision tasks. However, as a
large-scale model, the immense memory and computation
costs hinder its practical deployment. In this paper, we pro-
pose a post-training quantization (PTQ) framework for Seg-
ment Anything Model, namely PTQ4SAM. First, we investi-
gate the inherent bottleneck of SAM quantization attributed
to the bimodal distribution in post-Key-Linear activa-
tions. We analyze its characteristics from both per-tensor
and per-channel perspectives, and propose a Bimodal In-
tegration strategy, which utilizes a mathematically equiv-
alent sign operation to transform the bimodal distribution
into a relatively easy-quantized normal distribution offline.
Second, SAM encompasses diverse attention mechanisms
(i.e., self-attention and two-way cross-attention), resulting
in substantial variations in the post-Softmax distributions.
Therefore, we introduce an Adaptive Granularity Quanti-
zation for Softmax through searching the optimal power-of-
two base, which is hardware-friendly. Extensive experimen-
tal results across various vision tasks (instance segmenta-
tion, semantic segmentation and object detection), datasets
and model variants show the superiority of PTQ4SAM. For
example, when quantizing SAM-L to 6-bit, we achieve loss-
less accuracy for instance segmentation, about 0.5% drop
with theoretical 3.9% acceleration. The code is available at
https://github.com/chengtao—1v/PTQ4SAM.

1. Introduction

With remarkable zero-shot ability and user-friendly flexible
prompt technique, Segment Anything Model (SAM) [20]
has recently become a novel foundation model in a range of
generic vision applications, including image segmentation
[3, 21, 23, 70], object detection [50, 54], tracking [4, 38, 63]
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Figure 1. The histogram of two special distributions in SAM:
(a) bimodal distribution in post-Key—-Linear activations. (b)
post-Softmax distributions of self-attention, token-to-image cross-
attention and image-to-token cross-attention.

and other downstream tasks [31, 33, 49, 52, 64, 66]. How-
ever, the transformer architectures in SAM require intensive
computation and memory footprint, which hurdles the prac-
tical deployment on resource-constrained edge-devices.

To address this issue, several quantization approaches [5,
10, 17, 26, 27, 42, 43, 56, 59] were proposed to con-
vert weights and activations from floating-point to low-
bit. There are two categories of quantization methods: 1)
Quantization-Aware Training (QAT) and 2) Post-Training
Quantization (PTQ). QAT retrains a model by utilizing
the whole labeled training dataset, which will be time-
consuming due to the corresponding massive dataset (SA-
1B). On the other hand, PTQ is more promising because it
only requires small unlabeled samples to calibrate the pre-
trained networks. In this paper, we focus on designing the
PTQ approach as it is more effective in practical usage.

Although previous PTQ methods have showcased signif-
icant accomplishments in various scenarios, including con-
volutional neural networks (CNNSs) [5, 26, 42, 56, 59], vi-
sion transformers (ViTs) [7, 27, 67] as well as large lan-
guage models (LLMs) [57, 58, 61], directly adopting these
methods to Segment Anything Models will raise two unique
challenges that necessitate a revisiting of traditional PTQ
schemes: 1) we observe the bimodal distribution appears
in post-Key-Linear activations, i.e., the output activa-
tions of key linear, as shown in Figure la. The two peaks
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and their central void interval severely enlarge the range
of the entire distribution, which negatively affects quanti-
zation performance. 2) Owing to the diverse kinds of at-
tention mechanisms, SAMs exhibit more complicated post-
Softmax distributions when compared to VITs, as shown
in Figure 1b. Statistically, about 72.5% post-Softmax acti-
vations of image—-to-token are more than 0.01 while only
0.4% in t oken-to-image. Prior works [7, 27, 30, 67] have
not adequately addressed this discrepancy and treated them
equally, causing the potential loss of inherent information.
Therefore, it is desirable to design specialized components
for post-Softmax distribution in SAM.

Based on the above observations, in this paper, we pro-
pose a novel post-training framework called PTQ4SAM
specifically designed for Segment Anything Model quanti-
zation. First, we present a Bimodal Integration (BIG) strat-
egy to deftly eliminate the bimodal distribution. Specifi-
cally, we conduct an in-depth analysis of bimodal distri-
bution from both per-tensor and per-channel perspectives,
finding that the bimodal distribution is the crucial obstacle
to SAM quantization. We leverage its per-tensor character-
istic to determine whether a distribution bimodal distribu-
tion, and use its per-channel characteristic to transfer this
bimodal distribution to a normal distribution by simultane-
ously absorbing sign factor into query linear and key linear
offline. This transformation is mathematically equivalent
and significantly narrows the distribution range for better
quantization performance. Second, we propose an Adaptive
Granularity Quantization (AGQ) explicitly tailored for di-
verse post-Softmax distributions, which affords a suitable
trade-off in granularity for both lower and higher attention
scores. We provide theoretical proof for its efficiency on
hardware by searching the optimal power-of-two base. In-
stead of minimizing quantization errors of attention scores,
we design the objective by the matrix multiplication output
between attention scores and values, which is more robust
and beneficial to the ultimate performance.

We conduct extensive experiments on fundamental tasks
and different model variants to demonstrate the versatil-
ity of PTQ4SAM. Our PTQ4SAM can seamlessly plug
into both statistic-based and learning-based PTQ methods,
achieving 3.9x FLOPs and 4.9x storage savings while main-
taining lossless performance on 6-bit SAM-L and SAM-H.
Our major contributions are summarized as follows:

* To our best knowledge, our work is the first post-
training quantization solution tailored for Segment Any-
thing Model, dubbed PTQ4SAM.

* We observe a challenging bimodal distribution for quan-
tization and analyze its characteristics. To overcome it,
we propose a Bimodal Integration (BIG) strategy, which
automatically detects it and transforms the bimodal dis-
tribution to normal distribution equivalently.

* We present the Adaptive Granularity Quantization (AGQ)

which represents diverse post-Softmax distributions accu-
rately with appropriate granularity.

* Comprehensive experiments conducted on various tasks,
variants, and bit-widths demonstrate our PTQ4SAM is a
plug-and-play method and significantly surpasses previ-
ous state-of-the-art PTQ schemes by a large margin.

2. Related Work
2.1. Segment Anything

Recently, Meta Al Research has revolutionarily approached
a general, promptable Segment Anything Model (SAM)
[20]. Pre-training on web-scale datasets (SA-1B), SAM
demonstrates the capability to generalize across diverse
downstream tasks [3, 49, 53, 63, 66]. HQ-SAM [19] designs
learnable tokens and global-local fusion schemes to obtain
high-quality masks. SEEM [74] extends the referring image
to prompt types and integrates a joint visual-semantic space.
In the realm of medical research, MedSAM [36] and SAM-
Med2D [3] fine-tune SAM through large-scale medical im-
age datasets. Combined with a series of visual-language
models [24, 40, 46], Anything-3D [49] and SA3D [1] ap-
plies SAM to the single-view 3D reconstruction task while
Seal [34] to the 3D point cloud segmentation task. Suf-
fering from substantial computational requirements, some
efficient SAMs, including MobileSAM [68] and FastSAM
[71] are introduced. However, SAM still undergoes unten-
able resource-intensive consumption. Its real-time process-
ing capabilities have received widespread expectations.

2.2. Post-Training Quantization

As a predominant compression approach [1 1-16], the main-
stream post-training quantization (PTQ) methods can be
broadly divided into two categories [44, 72]: statistic-based
PTQ and learning-based PTQ. Statistic-based PTQ methods
solely seek optimal quantization parameters to minimize
quantization errors, whereas learning-based PTQ methods
fine-tune model parameters, including both weights and
quantization parameters. Our approach is out-of-the-box on
both kinds of methods.

2.2.1 Statistic-Based PTQ

Numerous classic statistic-based quantization methods [5,
17, 39, 41, 43] have been shown to achieve minimal
loss in precision primarily for convolutional neural net-
works. However, with the widespread popularity of net-
works featuring novel architectures, researchers have intro-
duced quantization schemes specifically designed for these
networks. When quantizing ViTs, twin uniform quanti-
zation [67], Log-Int-Softmax [30], scale reparameteriza-
tion [27] and matthew-effect preserving quantization [7]
are proposed to tackle the output distribution from soft-
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max. The LLM quantization techniques include weight-
only quantization [2, 6, 8, 28], weight and activation quanti-
zation [57, 58, 61, 65], aiming to settle the outlier issue from
the activations. PTQ4DM [48], Q-Diffusion [25] discover
the variations in the activations during multiple denoising
steps in Diffusion and design specialized calibration strate-
gies. However, there is a notable gap between these distinc-
tive distributions and SAMs, and we are the first to explore
quantizing SAMs for efficient inference.

2.2.2 Learning-Based PTQ

Based on statistic-based PTQ methods, several learning-
based PTQ schemes were also proposed. AdaRound [42]
optimizes the rounding operation when quantizing weights
to minimize the overall loss of the model.  Subse-
quently, many methods are proposed based on AdaRound.
BRECQ [26] proposes a block-wise reconstruction algo-
rithm to optimize the quantized model. QDrop [56] intro-
duces drop operation during the reconstruction process to
increase the flatness of the optimized model. PD-Quant [32]
introduces global information when optimizing quantiza-
tion parameters. MRECG [37] focuses on the oscillation
problem in PTQ and FlexRound [22] proposes a new learn-
able weight rounding scheme on large language models for
the first time. Unfortunately, these techniques are mainly
carried out based on CNN architecture models. Transformer
architecture models like SAM remain unexplored.

3. Method

In this section, we will introduce our PTQ4SAM in detail.
First, we introduce uniform quantization and logarithmic
quantization in Section 3.1. Subsequently, we present an Bi-
modal Integration (BIG) strategy to eliminate bimodal dis-
tribution in Section 3.2. Finally, we analyze the discrepancy
of diverse post-softmax distribution and propose Adaptive
Granularity Quantization (AGQ) in Section 3.3.

3.1. Preliminaries

Basic Notations. We use X to represent a matrix, whereas
the vectors are marked by . The operator ® is used to
represent element-wise multiplication between matrices or
vectors and operator - denotes scalar multiplication. Also,
we use X W to denote matrix multiplication.
Post-training Quantization. Post-training quantization is
a prevalent approach to compress the pre-trained neural net-
work. In this paper, we merely study the hardware-efficient
quantization methods. For uniform quantization, quantiza-
tion and de-quantization operations can be defined as:

zg = clamp(L§1 +2,0,2F — 1), (1)

T=s5(rq—2) =z, 2)

where s and z denote the scaling factor and zero point, re-
spectively. |-] is the round-to-nearest operator. x and & are
floating-point and de-quantized values, and z, is mapped
integer. clamp function clips the values fall outside the
range of a k-bit integer.

In light of rapid bit-shifting operations, Log2 Quantiza-
tion has emerged as an alternative hardware-oriented quan-
tization approach. Due to the Log2 Quantization is exclu-
sively employed on post-Softmax activations, it is simply
formulated as:

X
z, = clamp(|~ log, ~1,0,2" ~ 1), 3)

T=5-2""% =~z %)

3.2. Bimodal Integration

Intuitively, the bimodal distribution poses significant chal-
lenges for quantization. The two peaks, accompanied by
their central void or sparse interval considerably expand the
distribution range, leading to over 5x quantization errors
compared to normal distribution experimentally. Therefore,
we first make an in-depth analysis of bimodal distribution in
SAM from two perspectives: 1) From per-tensor perspec-
tive: the distribution contains two peaks and their centers
are symmetric, e.g., -8 and 8 in Figure la. 2) From per-
channel perspective: the activations of each channel only
persist in a fixed peak, indicating pronounced asymmetry
inside one channel. As shown in Figure 3, for instance,
the activations of the 0-th channel correspond to a negative
peak (i.e., -8), while the activations of 1-th channel belong
to a positive peak (i.e., 8). Generally, about half channels
(e.g., 46.1% in SAM-B) cluster in the positive peak and the
remaining channels cluster in the negative peak.

Recently, some methodologies [27, 58] have been intro-
duced to overcome this channel-wise asymmetry by equiv-
alently adjusting the weights of LayerNorm and the subse-
quent linear. However, we observe that the bimodal distri-
bution does not exist in post-LayerNorm activations but
rather prominently concentrates in post-Key-Linear ac-
tivations (Figure 2), rendering the aforementioned methods
inapplicable. To precisely estimate the influence of bimodal
distribution, the following matrix multiplication between Q
and K can be formulated as

QK" = (X,W,+b,) (XiWr+b.)", (5

normal distribution ~ bimodal distribution

where W € R™*"™ and b € R"™ are the weight and bias of
linear (i.e., fully connected layer). m and n are input and
output feature dimensions. The subscripts ¢ and k& denote
the query and key linears, respectively. Note that the matrix
multiplication of @ and K essentially represents the matrix
multiplication of normal and bimodal distributions. Moti-
vated by the above analysis, we adopt a channel-wise sign
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Figure 2. Illustration of our proposed PTQ4SAM. The Bimodal Integration eliminates the bimodal distribution by simultaneously multiply-
ing a channel-wise =y to both the query and key linears. The Adaptive Granularity Quantization is employed for post-softmax distribution.
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Figure 3. Boxplot of different channels of post-Key-Linear
activations in SAM.

factor v € R™ to transfer the bimodal distribution to a nor-
mal distribution. We assume that v can be computed from
the mean value of each channel, considering the sign factor
of j-th channel:

) (6)

) +1, if mean(K. ;) >0
Vi = —1, otherwise

where K. ; denotes the post-Key-Linear activations in
Jj-th channel. And we compute the «; through its sign of
mean value. Specifically, if the j-th channel is negative
peak, ; will be -1. Then we multiply it to the correspond-
ing channel of query linear and key linear simultaneously to
maintain equivalence. After that, K. ; will be transferred to
the positive. Conversely, if one channel is positive peak, it
will remain invariant as its sign factor is 1. As shown in
Figure 2, after using our BIG strategy, the negative peak in
K has been merged into the positive peak, thereby transfer-
ring the bimodal distribution to a normal distribution. On

the other hand, @ still preserve normal distribution:

QK" = (X, W,+b) o) (XeWi+b)  o4")
= (X W, +b,) (X)W, +b,)7 . 7

normal distribution ~ normal distribution

Note the sign factor « can be easily absorbed into previ-
ous query linear and key linear offline without any compu-
tation overhead, i.e., W =w ® ~ and b =b ©.
bimodal discovery: However, not all post-Key-Linear
activations in SAM is bimodal distribution. To discrimi-
nate the bimodal distribution, we first adopt the Gaussian
kernel density estimation to compute the probability den-
sity function (PDF) [47] by the whole tensor. Based on the
continuous and smooth function, we quantitatively describe
the peaks as local maxima. To avoid recognizing two small
bumps as two peaks, we constrain the peak height and the
distance between two peaks. More implementation details
are described in supplementary materials.

In summary, our Bimodal Integration (BIG) strategy
comprises three steps: bimodal discovery, v computation
and equivalent transformation. Due to the strong asymme-
try, only one sample is enough to compute the sign factor
~, described in Algorithm 1. Therefore, our BIG is efficient
and the extra computational burden can be ignored.

3.3. Adaptive Granularity Quantization

In transformer architecture, the softmax function is uti-
lized to convert attention scores into probabilities, ensur-
ing that the scores are normalized and lie between 0 and 1.
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Algorithm 1 PTQ4SAM CALIBRATION

Input: Full-precision SAM M, Calibration Set C'alib
Output: Quantized model Mg
1: fori =1:#Calibdo

2 > Bimodal Integration

3 if ¢ == 1 then

4 Discriminate bimodal distribution

5: Compute sign factor v with Eq. 6

6 Equivalent transformation with Eq. 7

7 end if

8 for | = 1: #Quantizer do

9: Initialize [-th quantizer’s scaling factor
10: > For post-Softmax Distribution

11: if Adaptive Granularity Quantizer then
12: Compute and add error of each 7
13: if i == #Calib then

14: Determine optimal 7 with Eq. 14
15: end if

16: end if

17:  end for

18: end for

19: return Mg

[7, 27,30, 67] identify the extremely unbalanced power-law
distribution as the rationale of quantization difficulty and
devise a specialized quantizer to address it. However, the
aforementioned methods are mainly designed for the soft-
max in self-attention mechanism. SAM also incorporates
cross-attention in two directions, i.e., token-to—image
and image-to-token cross-attention, amplifying the re-
markable discrepancy between post-softmax distributions
in Figure 1b. For example, there are more ultra-low-values
in token-to-image, displaying a smooth distribution un-
der a logarithmic scale. On the contrary, the distributions
in image-to-token and self-attention exhibit higher
kurtosis and exist more high values.

To tackle this discrepancy, we revisit the logarithmic
quantizer and propose an Adaptive Granularity Quantiza-
tion (AGQ) with an adaptive parameter 7 to adjust the base.
As shown in Figure 2, a smaller 7 can represent lower atten-
tion scores. And as 7 increases, the higher attention scores
become more fine-grained. Our AGQ, equipped with a suit-
able 7, achieves a flexible trade-off between the granularity
of low and high values under diverse post-Softmax scenar-
ios and different bit-widths. The corresponding quantiza-
tion and de-quantization operations of AGQ for attention
score a (one element in the attention map for simplicity)
can be rewritten as:

ag = clamp(|~log,1 ©1,0,2° 1),  (8)
TS
G=s,-2"7. 9)
In our implementation, we use 7 € {2°,21 ... 2"} for

the hardware efficiency, which will be demonstrated later.

The premise for executing the bit-shifting operation is the
assurance that the exponential term is an integer. Regret-
aq

tably, —* is not necessarily an integer. Consequently, we

first decompose into its integral and fractional components:

a (—ag)%T
d=s, 2007 o (10)
where % denotes the modulo function and |- | denotes the
floor function. Subsequently, the multiplication between
quantized attention score @ and value ¢ are written as:

(—ag)%T a
G- D=8q4 82 1 .QL—TqJ.vq an
(—aq)%T a
=8.-80-2 7wy >> 2], (12)
T

(12—-1)

where >> indicates the bit-shifting operations. As ana-
lyzed above, the term (12-1) is an uncertain floating-point
value, it limits the efficient integer-only arithmetic in hard-
ware. However, the term (12-1) possesses only 7 discrete
values so a small lookup table can be used to avoid it:

- =58y LUT((—ag)%T, vy >> (%1), (13)

where LUT denotes the small lookup table, which is
available on various Neural Network Accelerators, e.g. on
FPGA. The entries in the LUT are only determined by
(—aq)% and v, >> [2¢]. The first term can be repre-
sented with an n-bit number, and the second term with a
k-bit (activation bit-width). Notably, since the LUTs for
7€ {292 ...,2"" 1} can be incorporated into the LUT
for 7 = 2™, the entire network only requires a single LUT.
Considering a scenario with 8-bit activation and maximum
7 from the set (22 for implementation), the size of the LUT
is computed as 2812 x4 bytes = 4KB, which is negligible
compared to quantized SAMs.

With the theoretical validation established, our aim is to
define an objective to select the optimal 7. To this end, a
natural choice is to minimize the local quantization error of
attention map A directly. However, we discover it is incon-
sistent with the quantization error of its associated attention
block, which induces instabilities in the global quantization
performance, especially at low-bit (see more details in sup-
plementary materials). Therefore, to alleviate this incon-
sistency, we design the objective function to measure the
quantization error of the matrix multiplication output be-
tween attention map A and values V':

argmin E[| AV — A, V%], (14)

where fIT represents the quantized attention map by our
AGQ with the base 27 and || - |2 denotes the Frobenius
norm to measure the difference. As elaborated in Algorithm
1, we sort total quantization errors of each 7 across the cal-
ibration set, then choose the optimal 7 after calibration.
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| SAM-B | SAM-L | SAM-H
Detector Methods
| FP | W6A6 | W4A4 | FP | W6A6 | W4A4 | FP | W6A6 | W4A4

MinMax [17] 9.2 - 329 - 31.9 -

Percentile [59] 10.9 - 33.5 - 32.0 -
OMSE [5] 11.9 - 33.9 54 33.1 74
. ) PTQ4SAM-S 154 - 357 18.1 36.0 24.1
Faster R-CNN [45] AdaRound [42] 334 231 } 36.4 343 3.7 37.2 337 145
BRECQ [26] 24.1 - 34.2 10.7 33.7 15.1
QDrop [56] 29.3 13.0 352 22.6 36.3 323
PTQ4SAM-L 30.3 16.0 35.8 28.7 36.5 335

MinMax [17] 10.7 - 37.5 - 36.1 -

Percentile [59] 12.0 - 38.0 - 36.3 -
OMSE [5] 13.5 - 38.4 6.1 37.5 7.8
PTQ4SAM-S 17.4 - 40.0 20.6 40.3 26.7
YOLOX 9] AdaRound [42] 370 26.4 - 404 38.9 11.1 410 383 16.7
BRECQ [26] 26.1 - 38.9 12.0 38.3 16.3
QDrop [56] 33.6 13.3 39.7 25.3 404 35.8
PTQ4SAM-L 34.3 18.4 40.3 31.6 40.7 37.6

MinMax [17] 10.9 - 38.6 - 37.3 -

Percentile [59] 12.3 - 39.0 - 37.5 -
OMSE [5] 15.0 - 39.6 6.2 38.6 7.7
, PTQ4SAM-S 17.9 - 41.0 20.9 41.3 27.3
H-Deformable-DETR [18] AdaRound [42] 38.2 79 ) 41.5 39.9 3.0 42.0 304 163
BRECQ [26] 27.9 - 39.9 11.1 39.5 15.5
QDrop [56] 34.3 13.2 40.5 25.8 414 36.5
PTQ4SAM-L 35.1 17.3 41.2 32.1 41.6 384

MinMax [17] 11.2 - 44.7 - 42.8 -

Percentile [59] 14.0 - 454 - 43.1 -
OMSE [5] 16.6 - 459 6.8 44.5 8.3
PTQ4SAM-S 20.4 - 47.7 23.1 48.1 30.5

C

DINO[69] AdaRound [42] 443 31.2 1.2 486 46.6 8.8 49.1 46.0 18.2
BRECQ [26] 31.8 3.6 46.6 12.3 46.0 17.6
QDrop [56] 38.9 11.2 47.5 27.5 48.3 41.7
PTQ4SAM-L 40.4 14.4 48.3 36.6 48.7 43.9

Table 1. Quantization results of instance segmentation on COCO dataset among different detectors. We provide PTQ4SAM-S and
PTQ4SAM-L for both statistic-based and learning-based version. - indicates the final result (mAP) is below 1.

4. Experiments
4.1. Experimental Setup

Tasks, datasets and metrics. We conduct experiments on
three mainstream vision tasks. For the instance segmenta-
tion task, we utilize predicted boxes generated by the detec-
tor as box prompts for SAM to gain accurate binary masks
and evaluate its effectiveness on MS-COCO [29] dataset
with the metric mean Average Precision (mAP). For seman-
tic segmentation task, the overall framework comprises two
branches, and we leverage the fine-grained mask produced
by SAM to refine the blurry and imprecise mask bound-
aries generated by the original segmentor. We evaluate its
effectiveness on ADE20K [73] dataset using the mean Inter-
section over Union (mIOU) as the performance metric. For
oriented object detection task, we obtain the final rotated
RBoxes by the minimum circumscribed rectangle operation
on the masks generated by SAM. Our evaluation of its ef-
fectiveness on the DOTA-v1.0 [60] dataset uses mAP.

Implementation details. We choose CNN-based Faster R-
CNN [45], YOLOX [9], FCOS [51] and transformer-based
H-Deformable-DETR [18], DINO [69] as detectors and ad-
vanced SegFormer [62] as segmentor. The adaptive param-
eter 7 is searched from the set {20, 21, 22}, We set the box
threshold to 0.05 for CNN-based detectors and affix a set of
100 adaptive anchors for transformer-based detectors. We
randomly sample 32 training images as calibration set and
only the first sample is utilized for the determination of the
bimodal distribution. For a fair comparison, we adopt per-
channel asymmetric quantization for weights and per-tensor
asymmetric quantization for activations [32, 56]. Following
the common settings [56, 67], the first and last layer/block
are not quantized. To verify the effectiveness of PTQ4SAM
in two kinds of PTQ methods, we integrate our method
into statistic-based OMSE [5] and learning-based QDrop
[56], called PTQ4SAM-S and PTQ4SAM-L, respectively.
For learning-based methods, we adopt MinMax calibration
strategy and design attention block, MLP block for block-
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Base | Model | Methods | FP | W6A6 W4A4
AdaRound [42] 3234 3178

BRECQ [26] 3227 3178

SAM-B | hop (561 B3I 557 3179
PTQ4SAM-L 32.65 3185

AdaRound [42] 3299 3197

BRECQ [26] 33.04  31.98

31.78 | +SAM-L QDrop [36] 3361 | se 367
PTQ4SAM-L 33.66  32.82

AdaRound [42] 33.49 32.17

BRECQ [26] 3346 3212

HSAM-H o o [56] 363 | 3349 3203
PTQ4SAM-L 33.66  33.10

Table 2. Quantization results of semantic segmentation. SAM
refines the outcomes produced by the original semantic segmentor.

wise reconstruction with 20000 iterations.

4.2, Instance Segmentation Results

We compare our PTQ4SAM with statistic-based methods
such as MinMax [17], Percentile [59], OMSE [5] and
learning-based methods such as AdaRound [42], BRECQ
[26], QDrop [56]. Table 1 lists the performance of all
methods. Our method consistently outperforms other meth-
ods by a large margin among different detectors. Our 4-
bit PTQ4SAM-S achieves comparable results, and exceeds
the baseline OMSE by over 10% mAP (e.g., from 5.4% to
18.1% with Faster R-CNN) on SAM-L and about 20% mAP
(e.g., from 8.3% to 30.5% with DINO) on SAM-H, recover-
ing them to a usable level. Our PTQ4SAM-S even remark-
ably surpasses the state-of-the-art learning-based method
QDrop, at W6A6 on SAM-L. Meanwhile, our PTQ4SAM-
L encouragingly achieves lossless accuracy. For instance,
at W6AG6 setting, our PTQ4SAM-L achieves 40.3% and
41.2% when applying YOLOX and H-Deformable-DETR
on SAM-L, with only 0.1% and 0.3% performance drop
compared to full-precision models. When quantizing to
more challenging case W4A4, AdaRound and BRECQ be-
come infeasible while our method surpasses the QDrop
by 5.1% on SAM-B with YOLOX and 6.3% on SAM-L
with H-Deformable-DETR. Compared with SAM-B and
SAM-L, SAM-H exhibits greater robustness when intro-
ducing quantization noise, but our PTQ4SAM-L still pro-
vides about 2% improvement at W4A4. Applying the state-
of-art detector DINO [69], our 6-bit PTQ4SAM-L yields
40.4% mAP on SAM-B and achieves a mAP nearing 50%
on SAM-L and SAM-H.

4.3. Semantic Segmentation Results

In this part, we verify the performance of the learning-
based PTQ methods for semantic segmentation task. The
original semantic segmentor achieves 31.78% on ADE20K
dataset, and SAMs adjust the preliminary outcomes of seg-

Model | Methods | FP W6A6 W4A4

AdaRound [42] 34.05
BRECQ [26] 34.40 -
SAM-B QDrop [56] 641 59.27 41.96
PTQ4SAM-L 60.33 44.18
AdaRound [42] 63.44 23.18
BRECQ [26] 63.60 26.89
SAM-L QDrop [56] 642 63.86 50.11
PTQ4SAM-L 63.91 56.29
AdaRound [42] 62.73 24.45
BRECQ [26] 62.58 25.98
SAM-H QDrop [56] 64.6 62.83 55.87
PTQ4SAM-L 64.36 56.01

Table 3. Quantization results of oriented object detection.

mentor, i.e., bring 1.37%, 1.83%, 1.85% enhancement for
full-precision SAM-B, SAM-L and SAM-H. As shown in
Table 2, quantized SAMs generally still contribute to the fi-
nal masks. Our method retains the capability of SAM to the
greatest extent. In particular, we are surprised to find that
6-bit PTQ4SAM-L even achieves better performance than
the full-precision models on both SAM-L and SAM-H. At
W4A4 setting, our method provides 1.04% accuracy pro-
motion on SAM-L, outperforming QDrop by 0.15%.

4.4. Object Detection Results

To further demonstrate versatility across other tasks, we
test PTQ4SAM-L in oriented object detection. Notably, as
shown in Table 3, our method consistently performs bet-
ter than other learning-based PTQ methods. For instance,
when quantizing the network to W6A6, experiments indi-
cate PTQ4SAM-L slightly drops about 0.3% compared with
the full-precision model on SAM-L and SAM-H. At the
most challenging W4 A4 bit-width, AdaRound and BRECQ
suffer from non-trivial performance degradation. Con-
trastively, our method can still obtain satisfactory perfor-
mance. We achieve over 44% and 56% accuracy on SAM-B
and SAM-L, surpassing the baseline QDrop 2.2% and 6.2%.

4.5. Ablation Studies

Ablation for components: Table 4 lists the results of dif-
ferent components. We demonstrate that each component
contributes to PTQ4SAM, while the best performance is
achieved when both components are jointly applied. Specif-
ically, at relatively higher bit-widths, like WO6AG setting,
both BIG and AGQ strategies can bring performance im-
provement, making the quantized model comparable to the
full-precision one. When quantizing SAM to lower bit-
widths, i.e., W4A4, BIG can significantly improve the per-
formance, which is 3.4% higher than baseline, as it can min-
imize the more serious quantization perturbation.

Ablation for different quantizers: We also report the re-
sults of different quantizers in Table 5. Notably, simply em-
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RowID | Model | BIG AGQ | FP | W6A6 W4A4

1 < x 205 258
2 v x 406 292
3 SAM-L | |45 4 73
4 v v a2 321

Table 4. Ablation study for key components.

#bits | Quantizer | SAM-B SAM-L SAM-H
Full-precision | | 370 40.4 41.0
Uniform 33.6 39.7 40.4
W6A6 Log2 333 40.2 40.6
AGQ (ours) 33.9 40.3 40.6
Uniform 13.3 25.3 35.8
W4A4 Log2 14.1 26.5 37.3
AGQ (ours) 15.0 27.8 37.6

Table 5. Ablation study for different post-Softmax quantizers.
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Figure 4. (a) Theoretical acceleration rate (100 prompts) vs. all
SAM models. (b) Accuracy vs. storage.

ploying Log2 quantizer [41] for attention scores is unsta-
ble under different settings (e.g., lower result at W6A6 for
SAM-B compared with uniform quantizer). Our AGQ, by
contrast, surpasses the uniform quantizer and Log2 quan-
tizer in different cases, boosting 3.5% for 4-bit SAM-L.
Apart from the encouraging performance, our AGQ is avail-
able on various hardware, ensuring efficient execution.

4.6. Storage Saving and Speedup

We separately calculate the computational complexity in
Figure 4a and the memory usage in Figure 4b. Follow-
ing [35, 55], we use FLOPs to measure the theoretical ac-
celeration effect, which is equal to the amount of 32-bit
floating point multiplication plus {%, %} of the amount
of {4,6}-bit multiplications. Surprisingly, our 6-bit SAM-
B (2.96 x) achieves better acceleration than FastSAM [71]
(1.98 x) while maintaining a close performance. At W4A4,
our method reduces computational FLOPs by over 70% and
storage by over 85%. As models scale up, both acceleration
ratio and memory savings become more significant, while
the performance drop becomes less.

BRECQ

QDrop Ours

Figure 5. Visualization of instance segmentation on 4-bit SAM-L.

4.7. Qualitative Results

To exhibit the superiority of our PTQ4SAM, especially on
low-bit quantization (W4A4), we visualize the instance seg-
mentation results in Figure 5 compared with other existing
SOTA methods on COCO dataset. We can perceive that
most methods fail to produce clear boundaries and miss the
salient pixels in the center. For example, other methods do
not distinguish the complex edge, even erroneously catego-
rizing the sky as foreground (train on row 1). Besides,
these schemes are unable to detect the objects against com-
plicated backgrounds (surfboard on row 3). Furthermore,
our method outperforms other methods on ensuring the in-
tegrity of the object (toilet and person on rows 2, 4).

5. Conclusion

In this paper we first propose a novel post-training quantiza-
tion framework, PTQ4SAM for Segment Anything Model.
To begin with, we observe the significant bottleneck lies
in bimodal distribution and explore its occurrence position.
We introduce Bimodal Integration strategy to eliminate the
negative effect of quantization caused by such bimodal dis-
tribution. We also present the Adaptive Granularity Quanti-
zation which can fit diverse post-Softmax distribution by
searching the hardware-friendly base. Extensive experi-
ments demonstrate that our method consistently yields grat-
ifying results across various tasks. Nevertheless, the reason
for bimodal distribution in SAM remains unclear. This di-
rection serves as a potential avenue for our future research.
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