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Abstract

Black-Box Knowledge Distillation (B2KD) is a formu-
lated problem for cloud-to-edge model compression with in-
visible data and models hosted on the server. B2KD faces
challenges such as limited Internet exchange and edge-
cloud disparity of data distributions. In this paper, we for-
malize a two-step workflow consisting of deprivatization
and distillation, and theoretically provide a new optimiza-
tion direction from logits to cell boundary different from
direct logits alignment. With its guidance, we propose a
new method Mapping-Emulation KD (MEKD) that distills
a black-box cumbersome model into a lightweight one. Our
method does not differentiate between treating soft or hard
responses, and consists of: 1) deprivatization: emulating
the inverse mapping of the teacher function with a genera-
tor, and 2) distillation: aligning low-dimensional logits of
the teacher and student models by reducing the distance
of high-dimensional image points. For different teacher-
student pairs, our method yields inspiring distillation per-
formance on various benchmarks, and outperforms the pre-
vious state-of-the-art approaches.

1. Introduction
Knowledge Distillation (KD) is a widely accepted approach
to the problem of model compression and acceleration,
which has received sustained attention from both the aca-
demic and industrial research communities [14, 16, 35, 44].
The goal of KD is to extract knowledge from a cumbersome
model or an ensemble of models, known as the teacher, and
use it as supervision to guide the training of lightweight
models, known as the student [1, 5, 36]. In the application
of KD, privacy protection has always been a very concern-
ing issue for researchers and users, which not only refers to
the privacy of user data but also includes the model copy-
right of cloud service providers.

Black-Box Knowledge Distillation (B2KD) is a prob-
lem posed in the process of cloud-to-edge model compres-
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Figure 1. Schematic process of cloud-to-edge model compression.
A cumbersome black-box model is deployed on a cloud server,
trained with millions of samples and tags. The cloud server only
provides APIs to receive query data and return inference responses
of either soft or hard type. The edge device needs to distill a
lightweight model using unlabeled local data.

sion [34, 46, 49]. The cloud server hosts a teacher model
whose internal structure and composition, connections be-
tween layers, model parameters, and gradients used for
back-propagation are all invisible and unavailable to edge
devices, as shown in Fig. 1. Due to resource limitations, the
edge device can only host a lightweight student model. At
the same time, low-quality and unlabeled local data cannot
be used to train a reliable deep neural network. As a result,
it must rely on sending query samples to the APIs of cloud
servers for heavy inference [45].

In practice, B2KD faces some key challenges. (a) Cloud
servers and edge devices should maintain limited data ex-
change due to Internet latency and bandwidth constraints, as
well as charges for the amount of queried data or API usage
time. (b) In some cases, for query samples, these APIs only
provide indexes or semantic tags for the category with the
highest probability (i.e., hard responses), rather than proba-
bility vectors for all possible classes (i.e., soft responses).
(c) Because users refuse to send sensitive data to cloud
servers, the distribution gap between local and cloud data
is difficult to measure, making the distilled student model
inaccurate in the application.

Adversarial learning has been shown to be effective in
generating pseudo samples, which is widely used in data
augmentation and low-shot learning [8, 49]. A well-trained
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generator can overcome the mode collapse problem and
align real and synthetic data distribution. In particular, we
want to produce images relevant to training, whether or not
they resemble real data [30]. Meanwhile, images generated
to obtain high responses from the teacher model combine
different patterns with highly generalized features instead
of sample-specific idiosyncrasies [47]. Therefore, using a
well-trained generator to synthesize pseudo images can au-
tomatically filter out privacy-related high-frequency infor-
mation, this process is called deprivatization,

In this paper, we propose an approach to solve B2KD
by mapping emulation. Our motivation is in accordance
with the fact that it can drive alignment between low-
dimensional logits by reducing the distance between two
generated images in the high-dimensional space. In addi-
tion, we argue that an image contains a lot of fine-grained
information, which can be treated as another type of knowl-
edge to provide different gradient directions for updating
the parameters of student model, as shown in Fig. 4. Com-
bining image-level loss with coarse-grained logit-level loss
can effectively improve the distillation effect. According
to the Kolmogorov theorem [6, 24], a sufficiently complex
neural network is capable of representing an arbitrary multi-
variate continuous function from any dimension to another.
Thus, a well-trained generator can not only emulate the in-
verse mapping of the teacher function (Thm. 1) but also help
update the logits of a student to converge to the logits of a
teacher (Thm. 2), with reasonable generalizability (Thm. 3).

In practice, we derive using a generative adversarial net-
work (GAN) for deprivatization and exploit it as an inverse
mapping of the teacher function. The generator uses ran-
dom variables as inputs that are sampled from a prior distri-
bution with the same dimensionality as the logits. The well-
trained generator is frozen and grafted behind the teacher
and student model, whose output logits of the same exam-
ples are used as the inputs of the generator, as shown in
Fig. 2. Experimental results show that MEKD can effec-
tively protect the privacy of local data and models in the
cloud, and it performs well under either soft or hard re-
sponses. At the same time, MEKD has robust results in
the case of limited query samples and out-of-domain data.

Overall, the contributions of this paper are: 1) We for-
malize the problem of B2KD and provide a two-step work-
flow of deprivatization and distillation. 2) We theoretically
provide a new optimization direction from logits to cell
boundary different from direct logits alignment. 3) We pro-
pose a new method of Mapping-Emulation Knowledge Dis-
tillation (MEKD). The improved experimental performance
has demonstrated the effectiveness of our approach.

2. Related Work
Knowledge Distillation (KD). Hinton et al. [18] propose
an original teacher-student architecture that uses the logits

of the teacher model as the knowledge. Since then, some
KD methods regard knowledge as final responses to input
samples [3, 29, 53], some regard knowledge as features ex-
tracted from different layers of neural networks [22, 23, 38],
and some regard knowledge as relations between such lay-
ers [9, 37, 52]. The purpose of defining different types of
knowledge is to efficiently extract the underlying represen-
tation learned by the teacher model from the large-scale
data. If we consider a network as a mapping function of
input distribution to output, then different knowledge types
help to approximate such a function. Based on the type of
knowledge transferred, KD can be divided into response-
based, feature-based, and relation-based [14]. The first two
aim to derive the student to mimic the responses of the out-
put layer or the feature maps of the hidden layers of the
teacher, and the last approach uses the relationships be-
tween the teacher’s different layers to guide the training of
the student model. Feature-based and relation-based meth-
ods [23, 52], depending on the model utilized, may leak the
information of structures and parameters through the inter-
mediate layers’ data. For example, we can reconstruct a
ResNet [17] based on the feature dimensions of different
layers, and calculate each neuron’s parameter using specific
images and their responses in the feature maps.

Black-Box Knowledge Distillation (B2KD). Response-
based KD methods [3, 18, 53] have the natural property of
hiding models. Hinton et al. [18] use Kullback-Leibler Di-
vergence (KLD) between the softened logits of teacher and
student models as the loss to align the output distribution,
and Zhao et al. [53] decouple the KLD into two uncor-
related losses and combine them by weighted summation.
These calculations do not take into account the details of
the teacher model, which is exactly a black box. The re-
cently proposed approaches for B2KD also address the is-
sue of hiding the teacher model deployed in the cloud server
[34, 46, 49]. Orekondy et al. [34] use a reinforcement learn-
ing approach to improve query sample efficiency. Wang et
al. [46] blend mixup and activate learning to augment the
few unlabeled images and choose hard examples for distil-
lation. And Wang [49] proposes a decision-based black-box
model and constructs the soft label for each training sample
by computing its distances to the decision boundaries of the
teacher model. These existing approaches partially address
the challenges of cloud-to-edge black-box model distilla-
tion, but none of them take into account the privacy leak of
user data when sending original local images to the cloud.

Generative Adversarial Networks (GANs) have the
capacity to handle sharp estimated density functions and
generate realistic-looking images efficiently. A typical
GAN [13] comprises a discriminator distinguishing real im-
ages and generated images, and a generator synthesizing
images to fool the discriminator. GANs are divided into
architecture-variant and loss-variant. The former focuses on
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Figure 2. The overall framework of MEKD. Lower left: two architectures of GAN-based KD. Upper right: the process of deprivatization.
GAN is used to synthetic high-response images to the teacher model within the distribution of data in edge devices. Lower right: the
process of distillation with the frozen generator. The synthetic privacy-free images are query samples sent to the teacher model through the
APIs of cloud servers. The student model is distilled by reducing the logit-level and image-level discrepancy.

network architectures [7, 39] or latent space [10, 31], e.g.,
some specific architectures are proposed for specific tasks
[21, 54]. The latter utilizes different loss types and regular-
ization tools [2, 15] to enable more stable learning.

Adversarial Distillation (AD) exploits adversarial ar-
chitecture to help the teacher and student model have a
better understanding of the real data distribution [4, 14,
41, 48, 50]. The methods of AD can be divided into two
types according to the generator-discriminator architecture,
as shown in Fig. 2: (a) the generator is used to synthetic im-
ages to obey a real distribution, and these images are used to
help distill models [8, 48]; (b) the teacher and student mod-
els are regarded as generators and another discriminator is
drafted behind them to judge whether the distribution of fea-
tures or logits is consistent [50, 51]. AD is also employed
for low-shot knowledge distillation and received inspiring
results [8]. Our method provides an alternative adversar-
ial architecture, which utilizes a well-trained generator to
guide the alignment between the outputs of models.

3. Theory for Mapping-Emulation KD

First, we propose two definitions. Def. 1 defines that two
functions that map the same data distribution µ to the same
latent distribution υ are equivalent. The ideal state of KD
is to obtain a student function fS that is equivalent to the
teacher function fT . Def. 2 defines that the mapping func-
tion of a generator G, which can map a prior distribution p
to data manifold Σ and guarantee that the generated image
distribution µ′ is the same as the real image distribution µ,
is considered to be the inverse mapping of the teacher func-

Figure 3. Mapping relationships of fS , fT , fG. If fS and fT can
map µ to the same distribution υ, then fS = fT , and if fG can
map the prior distribution p to µ, then fG = f−1

T .

tion, i.e. fG = f−1
T . And we call it a well-trained generator.

The mapping relationships are shown in Fig. 3.

Definition 1. (Function Equivalence) Giving the student
and teacher model fS and fT , for a data distribution µ ∈ X
in image space which is mapped to PS ∈ Y and PT ∈ Y
in latent space. If the Wasserstein distance between PS and
PT equals zero,
W (PS ,PT ) = inf

γ∈Π(PS ,PT )
E(yS ,yT )∼γ [ ∥yS − yT ∥ ] = 0,

(1)
the student and teacher model are equivalent, i.e., fS =
fT , where Π(PS ,PT ) is the set of all joint distributions
γ(yS , yT ) whose marginals are PS and PT , respectively.

Definition 2. (Inverse Mapping) Giving a prior distribu-
tion p ∈ RC , for a data distribution µ ∈ Rn, if the Wasser-
stein distance between generated distribution µ′ = (fG)#p
and µ equals zero,

W (µ′, µ) = inf
γ∈Π(µ′,µ)

E(x′,x)∼γ [ ∥x′ − x∥ ] = 0, (2)
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then the generator fG : RC → Rn is the inverse mapping of
the teacher function fT : Rn → RC , denoted as fG = f−1

T ,
where Π(µ′, µ) is the set of all joint distributions γ(x′, x)
whose marginals are respectively µ′ and µ.

Fixing a decoding map fG for a well-trained generator
G, the latent space Z is partitioned as

D(fG) : Z =
⋃
α

Uα, (3)

where D(fG) is called the decomposition induced by the
decoding map fG [28], and {Uα} are called cells. As
shown in Fig. 4, fG maps a cell decomposition in the latent
space D(fG) to a cell decomposition in the image space
1
n

∑
i δx(i) . Each cell Uα is mapped to a sample δx(i) by

the decoding map fG [27]. In another word, fG pushes the
prior distribution p to the exact empirical distribution,

(fG)#p =
1

n

∑
i

δx(i) . (4)

Theorem 1. (Empirical Approximation) For any 0 < ϵ <
1/2 and any integer m > 4, let g : RC → Rn be the
mapping function of generator G with n ≤ 20 logm

ϵ2 . For
two sets VS = {yS : yS ∈ PS} and VT = {yT : yT ∈
PT }, both of which have m points in RC , if the empirical
Wasserstein distance between g(VS) and g(VT ) equals zero,

Ŵ (g(VS), g(VT )) =
1

m

m∑
i=1

∥g(yiS)− g(yiT )∥ = 0, (5)

then W (PS ,PT ) = 0.

Thm. 1 (see Appendix for proof) provides a method to
approximate the expected Wasserstein distance W (PS ,PT )
using the empirical Wasserstein distance Ŵ (g(VS), g(VT )).
By reducing the distance between points g(yiS) and g(yiT )
in high-dimensional space, an optimization direction ∇LF

different from ∇LKL is produced for logits yiS and yiT in
low-dimensional space. The gradient update causes yiS to
move towards the boundary of the cell in which yiT resides,
as shown in Fig. 4.

Theorem 2. (Optimization Direction) Let µ ∈ X be any
distribution. fS , fT , fG are the mapping functions of the
student, teacher, and generator, respectively. fS is parame-
terized by θS ∈ ΘS . Then, when

min
θS∈ΘS

Ex∼µ [∥fG ◦ fS(x), fG ◦ fT (x)∥] → 0, (6)

it holds that fS → fT , and we have

∇θSEx∼µ[fS(x)] = ∇θSW (PS ,PT )

= Ex∼µ[∇θS∥fG ◦ fS(x)− fG ◦ fT (x)∥]. (7)

Thus, to achieve fS → fT , it is sufficient to optimize
Ex∼µ [∥fG ◦ fS(x), fG ◦ fT (x)∥] in the parameter space
ΘS . The global gradient of parameter θS can be replaced
by the gradient calculated on the empirical distance of high-
dimensional image points, refer to Appendix for proof.

Figure 4. Cell Uα in the latent space is mapped via fG to an exact
image x(i) of the same color. The move of point x′

S to x′
T causes

the logits yS to align with yT from a direction different from LKL.

Theorem 3. (Generalization Bound) Let H ⊆ RX×Y be
a hypothesis set for C-way classification task. For any 0 <
ϵ < 1/2 and a sample S of size m > 4 drawn according
to µ, let g : RC → Rn be a mapping function of generator
G with n ≤ 20 logm

ϵ2 . Fix ρ > 0, for any 1 > δ > 0, with
probability at least 1−δ, the following holds for all h ∈ H ,

R(h) ≤ R̂ρ(h) +
2C2

ρ(1− ϵ)

√
r2Λ2

m
+

√
log 1

δ

2m
. (8)

For any x ∈ X , the Λ ≥ 0 and (
∑C

y=1 ∥h(x, y)∥p)1/p ≤ Λ

for any p ≥ 1, and the r > 0 for K(x, x) ≤ r2 where kernel
K : X × X → R is positive definite symmetric.

Thm. 3 (see Appendix for proof) gives the generaliza-
tion bound of aligning low-dimensional logits by reducing
the distance of high-dimensional image points, which guar-
antees generalizability to the unseen samples.

4. Algorithm of Mapping-Emulation KD
Hinton et al. [18] propose a simple but effective KD method
that uses the softened logits of the teacher model as a super-
vision to guide student training. They use the Kullback-
Leibler Divergence (KLD) to measure the discrepancy be-
tween the logits of the two models, where the student model
is trained to minimize the gap in the hope of achieving the
same output. The loss is defined as

LKL = KL[p(c|xi; θT )||p(c|xi; θS)]

=
1

N

N∑
i

C∑
c

p(c|xi; θT ) log

[
p(c|xi; θT )

p(c|xi; θS)

]
,

(9)

where i is the sample index and N is the number of samples.
Regardless of the method used, the essence of KD is to learn
the mapping function of the teacher model from input to
output, i.e., fT . However, it is hard to deduce the mapping
function from the existing parameters of the teacher model.
One can only guess the mapping process by using the re-
sponses to the input samples of different network layers or
the relations between features and treat them as knowledge
to guide the training of the student model [52]. However, in
the black-box KD problem, the internal responses or rela-
tions between layers of the teacher model are not available,
which makes effective distillation more challenging.
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Deprivatization. For a C-way classification problem,
we first train a GAN using the random noise variable z sam-
pled from the prior distribution p in latent space Y as input.
Note that the dimensionality of z is the same as the output
logits of the teacher model, i.e. |z| = C. The generator G
uses noise z to synthesize images, and the discriminator D
minimizes the Wasserstein distance between the generated
µ′ and the real distribution µ. The synthetic privacy-free
images are simultaneously sent to the cloud server for in-
ference responses, which can be soft (probability vectors
for all possible classes) or hard (indexes or semantic tags
for the category with the highest probability). We expect the
synthetic images to match the high responses of the teacher
model so that they can maximize the containment of pat-
terns in real data. We adopt the information maximization
(IM) loss [20, 42], which is formulated as

LIM = − 1

m

m∑
i=1

ŷ
(i)
t log

(
D

(
G
(
z(i)

)))
, (10)

where ŷ
(i)
t = maxc∈C T

(
G
(
z(i)

))
for 0.0 ≤ ŷ

(i)
t ≤ 1.0 in

soft responses and ŷ
(i)
t = 1.0 in hard responses.

Suppose the discriminator is capable of completely blur-
ring the discrepancy between synthetic and genuine im-
ages. In this case, the resulting generator represents a func-
tion from the latent space to the image space, defined as
fG : Y → X , with an inverse mapping of the teacher
function. Note that the generator and the discriminator are
trained simultaneously: we adjust parameters for the gener-
ator to minimize log(1 − D(G(z))) and adjust parameters
for the discriminator to minimize logD(x). And their loss
functions are

LD = − 1

m

m∑
i=1

[
logD

(
x(i)

)
+ log

(
1−D

(
G
(
z(i)

)))]
,

(11)

LG = − 1

m

m∑
i=1

log
(
1−D

(
G
(
z(i)

)))
. (12)

We introduce a trade-off hyperparameter α to balance
LGAN and LIM , and all the losses in the first step of de-
privatization constitute

LDp = (LG + LD) + αLIM , (13)

Distillation. The well-trained generator G contains the
knowledge that the teacher uses to make inferences. It is
equivalent to a teacher assistant transferring the teacher’s
knowledge to the student. Fig. 2 illustrates the architecture
of MEKD. We freeze the generator and graft it behind the
teacher and student model in the same way, using the soft-
ened logits of both models as the generator input. A batch
of synthetic images X ′ = {x′(i) = fG(z

(i))}mi=1 is fed into
the embedded network to output high-dimensional points
in the same image space, simultaneously. The distance be-
tween the output high-dimensional points from the logits of

the teacher model X ′′
T = fG ◦ fT (X ′) and the others from

the student X ′′
S = fG◦fS(X ′) are measured by the distance

measurement formula LF = d(X ′′
S , X

′′
T ). We minimize the

distance LF to drive the student model to mimic the output
logits of the teacher model, and use L1-norm (F = 1) of
X ′′

S and X ′′
T as the loss function to distill the student,

LDt =
1

m

m∑
i=1

∥∥∥G(
S
(
x′(i)

)
/τ

)
−G

(
T
(
x′(i)

)
/τ

)∥∥∥
F

+ β
1

m

m∑
i=1

T
(
x′(i)

)
log

T
(
x′(i)

)
S
(
x′(i)

)
 , (14)

where query sample x′(i) = G(z(i)) is generated from noise
z(i) and temperature τ is used to soften the output logits.
Through the experiments, we found that L2-norm has a sim-
ilar effect with L1-norm, refer to Tab. 5.

We also add logit-level knowledge (Eqn. 9) to induce dis-
tillation and use a hyperparameter β to balance these two
losses. Unlike most KD methods, we do not use cross-
entropy loss with ground-truth labels, due to its unavailabil-
ity in edge devices. An algorithm is summarized in Alg. 1.

Algorithm 1 MEKD optimization algorithm.
Input: Pre-trained teacher T (x; θT ) deployed in the cloud
server, random initialized student S(x; θS) and local dataset
X hosted in the edge device.
Output: An optimized student S(x; θS) on dataset X .

1: ▷ Step 1: Deprivatization
2: Initialize a generator G(z; θG) and a discriminator

D(x; θD), and ensure the dimensionality of z equals
to the category count C.

3: repeat
4: Sample a batch of noises Z from a prior distribu-
5: tion p and synthetic images X ′ = G(Z).
6: The X ′ is sent to T in cloud to get soft or hard
7: inference responses Ŷ ′

t = T (X ′).
8: Sample a batch of examples X from dataset X .
9: Update the discriminator D to distinguish X

10: and X ′ using LD from Eqn. 11.
11: Update the generator G to fool the discriminator D
12: using LG + αLIM from Eqn. 10 and Eqn. 12.
13: until converge
14: ▷ Step 2: Distillation
15: Initialize the student S and freeze the generator G.
16: repeat
17: Sample a batch of noises Z from a prior distribu-
18: tion p and synthetic images X ′ = G(Z).
19: The X ′ is sent to T in cloud to get soft or hard
20: inference responses Ŷ ′

t = T (X ′).
21: Update the student S using LDt from Eqn. 14.
22: until converge
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Method Data Size MNIST CIFAR-10 CIFAR-100 Tiny ImageNet

Teacher 50K∼100K
ResNet32 VGG13 ResNet56 ResNet56 VGG13 ResNet56 ResNet110 ResNet110

99.50 99.52 94.15 94.15 74.68 72.06 60.71 60.71

Student 50K∼100K
ResNet8 VGG11 ResNet8 VGG11 VGG11 VGG11 ResNet32 MobileNet

99.24 99.41 87.74 91.81 69.12 69.12 55.47 56.07
KD [18] 50K∼100K 99.33 99.44 86.58 82.25 70.88 67.97 54.14 57.85
ML [3] 50K∼100K 99.49 99.40 87.89 91.91 67.78 70.18 56.56 60.07
AL [48] 50K∼100K 99.37 99.26 87.25 91.97 69.92 71.13 46.02 51.29

DKD [53] 50K∼100K 99.33 99.43 86.61 92.42 67.32 70.10 55.99 59.43
DAFL [8] 0K 96.42 97.00 60.67 66.03 43.78 48.32 38.44 40.93
KN [34] 10K 98.61 98.81 80.62 82.41 57.83 55.64 48.92 50.22
AM [46] 10K 99.33 99.47 74.89 74.26 62.17 63.20 47.72 51.54

DB3KD [49] 10K 98.94 99.16 78.47 85.84 63.48 62.76 47.95 50.49
MEKD (soft) 10K 99.40 99.43 85.36 87.27 64.76 64.83 50.87 54.93
MEKD (hard) 10K 99.40 99.45 84.45 87.25 64.72 65.32 49.89 54.71

Table 1. Top-1 classification accuracy (%) of the student model on MNIST, CIFAR-10, CIFAR-100 and Tiny ImageNet.

5. Experiments
5.1. Experiment Setup
In this section, we compare our method with response-
based KD and black-box KD methods in an unsupervised
environment. Experimental results show that when the
cross-entropy loss based on ground-truth labels is removed,
the distillation performance of these methods decreases.

Datasets Setup. We conduct experiments on MNIST
[26], CIFAR [25], Tiny ImageNet [11], and ImageNet-1K
[11], all of which are widely used for image classification.
While training B2KD methods, we randomly select 10K
images (100K for ImageNet-1K) from the training set, and
all images in the test set (val set for ImageNet) are used as
the benchmark to calculate accuracy. For other approaches,
except DAFL [8] based on zero-shot learning, we use the
whole training set. We mainly use top-1 classification accu-
racy as an evaluation metric to assess the distillation effect.
To make a fair and intuitive comparison, we follow the same
setup as previous B2KD methods in our main experiments.
However, we find that the original settings in the B2KD ex-
periments do not represent the challenges raised in practical
applications, so we add extended experiments in Sec. 5.4 to
illustrate the practicability of our proposed method.

Implementation. See also the project page1. We use
ResNet [17], VGG [43] and MobileNet [19] as the back-
bone, and adopt standard data augmentation techniques
(random crop and horizontal flip) and an SGD optimizer
in all experiments. We consistently train the teacher and
student model for 350 epochs, except for 12 epochs for
MNIST, and we adopt a multi-step LR scheduler following
the paper [22]. After training the teacher, we train a DC-
GAN [39] with Gaussian noise in the same dimension as the

1https://github.com/HAIV-Lab/MEKD

category counts. The output logits of teacher or student for
samples in the same class follow a Gaussian distribution,
and the logits center is the mean of the Gaussian. Since
the conversion between different Gaussian distributions is
a linear process, using Gaussian as the prior distribution p
provides a smooth dual space for the student’s logits update.

Competing Methods. In order to verify the effec-
tiveness of our method, we compare several methods of
response-based KD and black-box KD. We select KD [18]
proposed by Hinton et al. and ML [3] proposed by Ba
and Caruana as the baselines, and we also compare the re-
cently published DKD [53] based on decoupled KLD. For
the two GAN-based KD frameworks summarized in Sec. 2,
we choose AL [48] and DAFL [8] as comparison methods.
Meanwhile, we compete with some black-box KD methods
such as KN [34], AM [46] and DB3KD [49]. Of these meth-
ods, DB3KD and MEKD(hard) only utilize hard responses,
while the other methods are based on soft responses.

5.2. Performance Evaluation
On MNIST, CIFAR, and Tiny ImageNet, we use
ResNet32/56/110 and VGG13 as the teacher model and use
ResNet8/32, VGG11, and MobileNet as the student model.
We compare the top-1 classification accuracy (ACC) of dif-
ferent teacher-student pairs, the results are shown in Tab. 1.

On relatively easy tasks, such as MNIST and CIFAR-10,

T - S KD AL AM DB3KD MEKD
Pairs (soft) (soft) (soft) (hard) (soft)

RN50 - RN34 52.08 53.50 56.92 58.61 59.89

RX101 - RX50 54.90 50.88 55.64 59.90 61.21

Table 2. Top-1 classification accuracy (%) of the student model
on ImageNet-1K with data size 100K. We use the pre-trained
ResNet50 (76.13%) and ResNeXt101 (79.32%) as teachers.
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our proposed method has a small gap compared to response-
baed KD methods that use the full training set. This makes
sense in the applications of cloud-to-edge model compres-
sion because edge devices do not have a lot of capacity to
store more than ten thousand pieces of data.

CIFAR-100 and Tiny ImageNet are more challenging.
These tasks contain far more patterns than MNIST and
CIFAR-10, and data distributions are so complex that it is
difficult for a generator to capture all the patterns. However,
as long as the mode collapse problem can be mitigated, it is
possible to synthesize complex samples beneficial to dis-
tillation, so we exploit DCGAN [39] as our generator. DC-
GAN has a more stable training process and is more suitable
for generating RGB images than a fully-connected GAN
[39]. Experimental results show that MEKD can obtain an
accuracy improvement of 5% ∼ 10% compared to other
B2KD methods, and the accuracy of MEKD with soft or
hard responses is similar, with a difference of less than 1%.

We also conduct experiments on large-scale datasets and
sophisticated networks. On ImageNet-1K, we use two
teacher-student (T-S) pairs of ResNet50 (RN50) - ResNet34
(RN34) and ResNeXt101 (RX101) - ResNeXt50 (RX50).
All methods are trained using a subset of 100K samples.
The experimental results are shown in Tab. 2.

Uniformly, we set the number of query samples to 50K
on CIFAR and MNIST, 300K on ImageNet, and discuss the
performance impact of limited query samples in Sec. 5.4.

5.3. Ablation Study

We choose an effective T-S pair [32] of ResNet56 - Mo-
bileNet for ablation studies unless otherwise stated.

Ablation Study of Data Size. We explore the perfor-
mance with different data sizes, the results are shown in
Tab. 3. In general, B2KD methods have higher robustness to
small data sizes than traditional KD methods, and in which
MEKD achieves the highest distillation performance.

Ablation Study of Deprivatization. The α is a hyper-
parameter to balance LGAN and LIM . The LIM is used to
maximize the responses of the teacher to the generated sam-
ples. Therefore, the training of the generator with or without
LIM will affect the quality of synthetic images. Fig. 5 (a)
shows real images of CIFAR-10. Fig. 5 (b) shows synthetic

Data Size 0.1K 1K 10K 50K (full)

KD [18] 16.74 31.25 70.90 90.43
AL [48] 12.97 32.05 68.61 90.54
AM [46] 48.31 62.05 73.65 86.33

DB3KD [49] 43.05 64.28 81.67 92.46
MEKD (soft) 49.04 69.84 86.85 93.48
MEKD (hard) 47.12 68.66 86.53 93.09

Table 3. Ablation study of data size on CIFAR-10. We use the T-S
pair of ResNet56 - MobileNet, and the full training set is 50K.

(a) (b) (c)
Figure 5. Real images of CIFAR-10 (a) and synthetic images using
MEKD with LIM (b) and without LIM (c).

images with α = 0.5 and Fig. 5 (c) shows synthetic images
without LIM (i.e. α = 0), both using the same noise vec-
tors. The teacher of ResNet56 responds from 0.72 ∼ 0.96
to the synthetic image in Fig. 5 (b) and from 0.41 ∼ 0.87
to the one in Fig. 5 (c). The effect of α is also reported in
Tab. 4, which reflects that the utilization of LIM can im-
prove the performance of model distillation.

Ablation Study of Distillation. In Eqn. 14, the β is a
trade-off hyperparameter to balance LF and LKL, which
provide different gradient directions for θS . As shown in
Tab. 4, the distillation performance can be improved by in-
troducing KLD as an additional loss function.

The temperature τ is another important hyperparame-
ter for MEKD since it softens the output logits of both the
teacher and student models. The results are shown in Fig. 6.
Its validity comes from the fact that softened logits can in-
crease the probability of being sampled in a standard normal
distribution. Since GANs use a standard Gaussian distri-
bution as input, samples generated from out-of-distribution
noises with low-sampling probability are usually fuzzy and
incorporate few patterns [40], which are meaningless for
distillation. Meanwhile, a high value of τ reduces the dis-
crepancy between softened logits, and LF = 0 when they
locate in the same cell. It reduces the performance of distil-
lation, especially for challenging tasks, such as ImageNet.
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Figure 6. Ablation study of temperature τ on CIFAR-100 (a) and
CIFAR-10 (b). We use the T-S pair of ResNet56 - MobileNet.

α
Response Type
Soft Hard

0.0 60.87 61.31
0.1 66.06 66.86
0.5 67.07 67.36
1.0 67.01 67.11

β
Response Type
Soft Hard

0.0 56.28 56.23
0.1 64.13 65.60
0.5 66.79 67.01
1.0 67.07 67.36

Table 4. Ablation study of hyperparamete α and β on CIFAR-100.
We use the T-S pair of ResNet56 - MobileNet.
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Dataset Method Model ACC (L1/L2)

CIFAR-10 MEKD (soft) MobileNet 86.85 / 86.63
MEKD (hard) MobileNet 86.53 / 86.88

CIFAR-100 MEKD (soft) MobileNet 67.07 / 66.95
MEKD (hard) MobileNet 67.36 / 66.94

Table 5. Ablation study of different LF . We use ResNet56 as the
teacher model. ACC: top-1 classification accuracy (%).
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Figure 7. Curve of top-1 classification accuracy on the datasets
of CIFAR-100 (a,b) and CIFAR-10 (c,d). Using MEKD with soft
(a,c) or hard (b,d) responses with or without LIM and LKL. We
use ResNet56 as the teacher and use MobileNet as the student.

Ablation Study of Different LF . In Eqn. 14, we use LF

to calculate the distance between generated samples X ′′
S and

X ′′
T . From the analysis of experimental results, as shown

in Tab. 5, we argue that the effect on distillation is similar
whether F equals 1 or 2. The reason is that LF is used to
measure the distance between logits of the student and the
boundary of cells, in which logits of the teacher reside, and
different LF represent similar gradient directions.

5.4. Extended Experiments

In the real-world application of cloud-to-edge model com-
pression, there are some restrictions, such as the limitation
of Internet data exchange and the domain shift in practical
scenarios. We conduct additional experiments to explore
the effect of MEKD under these constraints.

MEKD with Limited Query Samples. We distill a stu-
dent MobileNet on CIFAR-10 and CIFAR-100 with a total
query sample size ranging from 10K to 50K with an inter-
val of 10K. We report the ACC of MEKD with or without
LIM and LKL. The curves in Fig. 7 show that with more
query samples sent to the cloud server, the student model
in the edge device can be trained more fully. We can also
analyze from the curves that LIM does not seem to be that
useful without using KLD as an additional distillation loss
function, and it gives a big boost to the overall MEKD due
to the extra gradient direction of the mapping emulation.

Teacher ResNet56 VGG13 Data
Exchange74.37 79.86

Student MobileNet MobileNet

KD [18] 76.27 80.67 ∼ 175 MB
ML [3] 76.78 81.90 ∼ 175 MB
AL [48] 77.09 80.98 ∼ 175 MB

DKD [53] 75.47 80.64 ∼ 175 MB
DAFL [8] 69.20 67.07 ∼ 28.4 GB
KN [34] 79.65 83.37 ∼ 145 MB
AM [46] 84.05 86.70 ∼ 11.6 GB

DB3KD [49] 90.15 91.14 ∼ 20.8 GB
MEKD (soft) 86.45 88.65 ∼ 120 MB
MEKD (hard) 86.77 89.21 ∼ 120 MB

Table 6. Top-1 classification accuracy (%) of methods on SVHN.
The teacher models are trained on Syn. Digits with vanilla su-
pervised learning, and achieve the top-1 classification accuracy of
99.56% for ResNet56 and 99.52% for VGG13 on Syn.Digits.

MEKD with Out-of-Domain Data. We train a teacher
(ResNet56 or VGG13) with vanilla supervised learning on
Syn. Digits [12], which contains about 500K software-
synthesized images. We distill a student (MobileNet) on
SVHN [33] consisting only of real-shooting photographs.
Tab. 6 shows the ACC on the test set of SVHN. MEKD
outperforms most methods in the task of out-of-domain dis-
tillation, while DB3KD achieves higher performance due to
the use of robust labels [49]. However, DB3KD leads to a
very high data exchange cost between the server and client,
since it requires multiple queries to find a mixed image lo-
cated in the decision boundary to compute robust labels. In
contrast, the data exchange cost of MEKD is much lower.

6. Conclusion
In this paper, we provide a two-step workflow of depriva-
tization and distillation for B2KD. Different from aligning
logits directly, we theoretically provide a new optimization
direction from logits to cell boundaries, and propose a new
method of MEKD. Taking a generator as an inverse map-
ping of the teacher function does not leak information about
the internal structure or parameters of the teacher, because
it has a completely different network structure.
Limitation. A well-trained generator is critical in MEKD,
and GANs are known to suffer from mode collapse, espe-
cially for challenging tasks. We alleviate this problem with
DCGAN. Although the parameter size and structural limita-
tions of the model prevent the student from fully mimicking
the function of the teacher, MEKD can still improve distil-
lation performance compared with other B2KD methods.
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