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Figure 1. The reconstruction results. We render the reconstructed CAD construction sequences of our proposed CAD-Diffuser and
comparative methods. Owing to the combination of our proposed multimodal token-based diffusion strategy and the volume-based noise
schedule following the top-down design paradigm, our method has better grasped the information conveyed in the construction sequences
and has a better understanding of the CAD geometry, leading to more detailed reconstruction results.

Abstract
Reconstructing CAD construction sequences from raw

3D geometry serves as an interface between real-world ob-
jects and digital designs. In this paper, we propose CAD-
Diffuser, a multimodal diffusion scheme aiming at inte-
grating top-down design paradigm into generative recon-
struction. In particular, we unify CAD point clouds and
CAD construction sequences at the token level, guiding our
proposed multimodal diffusion strategy to understand and
link between the geometry and the design intent concen-
trated in construction sequences. Leveraging the strong de-
coding abilities of language models, the forward process
is modeled as a random walk between the original token
and the [MASK] token, while the reverse process naturally
fits the masked token modeling scheme. A volume-based
noise schedule is designed to encourage outline-first gener-
ation, decomposing the top-down design methodology into
a machine-understandable procedure. For tokenizing CAD
data of multiple modalities, we introduce a tokenizer with
a self-supervised face segmentation task to compress local
and global geometric information for CAD point clouds,
and the CAD construction sequence is transformed into a
primitive token string. Experimental results show that our
CAD-Diffuser can perceive geometric details and the re-
sults are more likely to be reused by human designers.

*Corresponding author.

1. Introduction
Starting from a shape flashed across their eyes and mind,
human designers first quickly depict what they perceive in
a draft outline. Then, they iteratively judge, discuss, and
revise their designs until they become detailed paramet-
ric Computer-Aided Design (CAD) models. Finally, the
completed parametric models are further refined for down-
stream manufacturing processes. Such a top-down design
workflow constitutes most manufactured objects in the real
world, from coffee mugs to airplanes. However, there does
exist situations where parametric design models are not
available, which makes concise and reusable reconstruction
from 3D data like point clouds vital. Hence we set off to
ask: how can we leverage the inherent logic passed down
by human designers to better reconstruct parametric mod-
elling sequences from point clouds?

Top-down design is one of the most profound design
paradigms summarized by human designers. In terms of
parametric CAD model design, it means that shape con-
struction command sequences should be concise, modifi-
able, and reusable. It reflects the designer’s intents such as
the outlines are drwan first, while the introduction of mean-
ingless entities should be minimized. There have been many
previous works on conditional or unconditional paramet-
ric model generation. However, few works have attempted
to take design methodology into account, especially in the
field of reconstructing a parametric sequence from geome-
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try. Some previous work only reconstructs models with a
fixed small number of sketch-extrusion pairs [22, 29, 37].
For primitives in sketches, such methods either regard them
as B-splines [29], or rely on CAD tools [37] and heuristic
methods [22] to predict sketch primitives from 2D Signed
Distance Field (SDF). They achieved superior geometric re-
construction accuracy but overlooked the design paradigm
of human designers. Recent works [45, 49] regard CAD
construction sequences as language, bringing new inspira-
tions to the problem.

We argue that reconstructing CAD models suitable for
top-down human design workflows should acquire knowl-
edge of how humans conceive and express their designs,
which is concentrated in CAD construction sequence in the
form of structured language. In this sense, different from
previous methods, we combine the strong generation abil-
ity of diffusion models and representation ability of lan-
guage models, and propose a novel multimodal diffuser.
Our idea is based on the following observations. First, point
clouds and CAD construction sequences are both sequential
data. The conversion between them is a multimodal trans-
lation between point cloud tokens and CAD construction
sequences. Second, the top-down design paradigm of con-
structing CAD models from outlines to details is a stepwise
modeling activity. It can be imitated by diffusion models
with specially designed noise schedules.

Based on the intrinsic of point cloud data and CAD con-
struction sequences, we adopt a new paradigm which con-
sists of a multimodal text diffuser and a point cloud tok-
enizer. The multimodal diffuser is a token-based diffusion
model based on masked token modeling. With the help of a
volume-based noise schedule, tokens of CAD sequences are
denoised from outlines to details. The point cloud tokenizer
is an improved discrete VAE trained with a self-supervised
face segmentation task based on metric learning. Experi-
mental results show that the CAD models generated by our
method not only surpass previous methods on the likeliness
of CAD sequences, but also more diverse and likely made
by human designers, due to the strong generation ability of
the combination of diffusion models and language models.

To sum up, our main contributions are as follows.
• We are the first to model the reconstruction of the para-

metric CAD models from point clouds as a multimodal
diffusion between tokens of different modalities.

• We present a multimodal diffusion method based on
masked token modeling along with a novel noise schedule
following top-down design paradigm of human designers.

• We propose a point cloud tokenizer trained on face seg-
mentation pretext task via a metric learning technique.

• Experimental results on commonly used CAD parametric
model datasets show that our model can generate CAD
sequences with more accuracy, more generation diversity
as well as higher reusability.

2. Related Work
CAD Model Generation. There are a number of attempts
to generate parametric CAD models with or without condi-
tions. For unconditional generation, a line of work focused
on directly building the geometry of CAD models through
generating parametric curves [41] or surfaces [32] based
on fixed [33] or arbitrary sketches [43] and solid models
[12, 17, 40]. The recently emerged large-scale paramet-
ric CAD datasets [20, 45] have enabled language models
to simulate the design patterns of human architects. When
generating with conditions, the provided conditions could
be point cloud like DeepCAD [45], partial CAD input like
HNC-CAD [49], target B-reps [43, 47], voxel grids like
SECAD [21, 22] or point clouds with [37] like Point2cyl,
or point clouds without [22, 29] sequence guidance. How-
ever, all these generation methods are one-pass or via a pre-
defined hierarchy, leading to inferior reconstruction perfor-
mance compared with diffusion models, which divide the
generation procedure into a machine understandable one
based on noise schedules and timesteps.

Converting Point Clouds into CAD Construction Se-
quences. Primitive fitting and object decomposition have
long been researched in computer vision history. Heuristic-
based attempts include decomposing with RANSAC [9,
31], region growing methods, or Hough transforms [4, 8].
Recently, with the advent of deep learning in 3D domains
and the widespread adoption of implicit representations, a
line of works try to fit sketch primitives from reconstructed
implicit representations. Point2cyl [37] predicts the extru-
sion parameters and adopts CAD software to predict prim-
itives based on rendered images from 2D SDF. ExtrudeNet
[29] regards each sketch as a combination of B-splines
and predicts their control points, while a differentiable ex-
truder and a differentiable combiner are utilized to convert
the 2D sketch SDF based on reconstructed Bezier curves
into 3D extrude volumes. SECAD-Net [22] predicts sketch
primitives from 2D SDF by Teh-Chin chain approxima-
tion [36] and Dierkx Fitting [7] to convert sketches into B-
splines. Such works generate CAD construction sequences,
but the sequences are obtained by using CAD tools, based
on heuristics, or solely composed of B-splines.

Token Generation via Language Models. Generat-
ing tokens via diffusion is much harder than generation in
continuous domains such as images [34] and embeddings
[28, 30] due to its discrete nature [24, 54]. Most research
works focus on text generation [10, 14, 53]. Existing studies
on text diffusion can be divided mainly into two categories,
continuous diffusion and discrete diffusion. Like image dif-
fusion models [6, 15, 34, 35], continuous diffusion performs
noising and denoising strategies in a continuous latent space
by applying Gaussian noise to latent embeddings [10, 51].
The transition between text and embeddings is completed
via an autoencoder. Another line of work modifies the
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Figure 2. The overall schedule of our proposed CAD diffuser. Point clouds are first compressed into tokens. At each timestep, the
masked point cloud tokens and CAD construction sequence tokens are jointly sent to the BERT-based denoiser where all masked tokens
are predicted. During training, the loss is calculated via measuring the correctness of tokens that are masked in the specified timesteps. At
inference time, the partially unmasked sequence will be sent to the denoiser to continue the reverse process. The hierarchy of the CAD
sequence and the tokenization technique of point clouds will be introduced in Section 4.4 and Section 4.5 accordingly.

diffusion models for text data by introducing discrete for-
ward processes like categorical transition kernels [16], ab-
sorbing kernels [2, 5, 39] and uniform transition kernels
[10, 23]. DiffusionBERT [14] and Diffusion-NAT [53] have
integrated the diffusion process into the Masked Language
Modeling scheme by regarding noise addition as masking
a word. Such works fully utilize the pretrained language
models as well as their training paradigms. VQ-Diffsion
[11] compresses images via VQVAEs [38] and models the
diffusion process as a random walk through codebook en-
tries. LayoutDiffusion [52] models the diffusion process as
a mixed strategy in which some tokens have absorbing ker-
nels while others move freely. However, no previous work
extends token-based diffusion to multimodal domains.

3. The Overall Schedule

The problem of CAD sequence reconstruction from point
cloud can be formulated as translation between point cloud
tokens Tpc and primitives tokens of CAD construction se-
quences Tseq , as shown in Figure 2. We aim to integrate
the reverse engineering CAD construction sequence into the
top-down design paradigm of human designers, which re-
quires a deep understanding and linking between the geom-
etry and the design knowledge highly concentrated in the
sketch-extrusion pairs of the construction sequences.

To achieve this, we propose CAD-Diffuser, a novel mul-
timodal diffusion strategy that unifies the source modality
and the target modality at the token level, since tokens of
CAD construction sequences possess exact meanings of de-
sign. The forward process and the backward process are
modeled as masking and unmasking tokens in the masked
token modeling scheme commonly used in prevailing lan-
guage models like BERT [18], as shown in Figure 3.

The overall pipeline of the CAD-Diffuser is shown in
Figure 2. Before training our multimodal scheme, a point
cloud tokenizer is trained in a novel self-supervised manner

based on a face segmentation pretext task. For our mul-
timodal diffuser, given a point cloud of the CAD model,
it is first tokenized into Tpc through the pretrained point
cloud tokenizer. Tpc is then sent to the multimodal diffusion
scheme as a condition to maximize the posterior probabil-
ity p(Tseq|Tpc). During training, the volume-based noise
schedule is used to calculate the noise probability in the for-
ward process. This instructs the model with the top-down
design paradigm where the details are masked out first and
finally the outlines. In the reverse process, the denoiser pre-
dicts all tokens at one time, while only the noises, namely
the masked tokens, added at the exact timestep t will be
calculated. At inference time, the unmasked sequence will
be sent back to the denoiser to make further predictions un-
til the timestep reaches 0. The details of each part will be
illustrated in the following sections.

4. Details of Multimodal Token-based Diffuser
In contrast to recently proposed multimodal diffusion mod-
els [28, 30] where multimodal diffusion happens at contin-
uous latent space, we instead introduce the multimodal dif-
fusion in input space at the discrete token level, as shown
in Figure 3. The design choice is based on the following
considerations. First, point clouds and CAD construction
sequences are both discrete data suitable for tokenization.
Moreover, modality interaction at token level can exert fine-
grained token-wise control where each token in one modal-
ity can interact with any token in its own modality and the
other. Each CAD sequence token can refer to the informa-
tion of point cloud tokens at arbitrary level and vice versa.

4.1. Diffusion Models

Diffusion models are generative models that work by per-
turbing training data through successive addition of de-
signed noise, and then learning to recover the data by re-
versing this noising process to acquire generation ability. A
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Figure 3. The reconstruction process. Our proposed CAD-Diffuser takes a CAD point cloud as input and converts it into CAD construction
sequence, which is generated step by step via our proposed multimodal diffusion strategy. The diffusion strategy is a random walk between
the original token and [MASK] token, which naturally adapts to denoising language models like BERT. The diffusion process is guided
by our proposed volume-based noise schedule, which imitates the top-down design paradigm where outlines are drawn first and details are
carved later, as is illustrated by the renderings of the CAD sequences shown in the second line.

formal definition of diffusion models [6, 15, 34] is as fol-
lows. For a sample x0 ∼ q(x0), latent variables x1, · · · , xT

are generated through a forward process by adding a small
Gaussian noise to the sample

q(xt|xt−1) = N(xt;
√

1− βtxt−1, βtI), (1)

where {βt ∈ (0, 1)}Tt=1 is a noise schedule controlling the
noise added until xT becomes a Gaussian distribution even-
tually. The reverse process q(xt−1|xt) can also be regarded
as Gaussian when βt is small enough, which can be repre-
sented as

pθ(xt−1|xt, t) = N(xt−1;µθ(xt, t),Σθ(xt, t)), (2)

where µθ(xt, t) and Σθ(xt, t) can be networks. The reverse
process can also condition on x0, where q(xt−1|xt, x0) has
a closed form. The training target is to minimize the varia-
tional lower bound to optimize log pθ(x0):

Lvlb = Eq[DKL(q(xT |x0)∥pθ(xT ))]

+Eq[
∑T

t=2 DKL(q(xt−1|xt, x0)∥pθ(xt−1|xt, t))]
− log pθ(x0|x1),

(3)

where Eq is the expectation over joint distribution q(x0:T ).

4.2. Multimodal Token Diffusion as a Random Walk

The discrete nature of tokens makes it difficult to apply a
continuous noise schedule at token domains, since the inter-
mediate state between noise and the original tokens hardly
exists and most of the transitions between language tokens
are not interpretable. We propose a specific instance of dis-
crete diffusion models where the diffusion of tokens in dif-
ferent modalities is modeled as a random walk between the
original token and [MASK] token with an absorbing state
and a reflective state. A transition matrix is adopted to inte-
grate our diffusion strategies with denoising language mod-
els like BERT. More characteristics of discrete diffusion can
be found in [10, 14, 24].

We combine language model training with our multi-
modal diffusion strategy by regarding transition between a

token and [MASK] in the training scheme of BERT [18] as
the noising and denoising procedure, extending [14] to mul-
timodal domains. For multimodal diffusion, tokens in the
source modality is known while tokens in the target modal-
ity remain unknown. For tokens in the source modality,
[MASK] represents a reflective state, where the masking of
tokenized source is only for language modeling purposes,
and the source tokens remain unchanged during the diffu-
sion process. For tokens in the target modality, [MASK]
acts as an absorbing state where the action space of each to-
ken remains unchanged or transitions to [MASK]. The for-
mal definition of each token xi at timestep t is as follows,

[Qt]i,j =


1 if i = j = [M ] xi

0 ∈ {target}
1 if j = xi

t−1, i = [M ] xi
0 ∈ {source}

βt if j = [M ], i ̸= [M ]
1− βt if i = j ̸= [M ]
0 others,

(4)
where xi

t denotes the i-th token at step t and [M ] repre-
sents the [MASK] token. The random walk converges to
a stationary distribution q(xT ) where all source tokens re-
main unchanged while all target tokens lie at [MASK] with
probability 1.

The closed form of marginal distribution q(xi
t|xi

0) at step
t is derived as follows,

q(xi
t|xi

0) =


αt if xi

t = xi
0 p0 ∈ {target}

1− αt if xi
t = [M ] p0 ∈ {target}

1− γt if xi
t = xi

0 p0 ∈ {source}
γt if xi

t = [M ] p0 ∈ {source}

,

(5)
where αt =

∏t
i=1(1 − βi), γt =

∑t
i=0(

∏i
j=0((−1)jβt−j

)). In practice, γt is set to 0 at step T . In the problem
setting of CAD sequence reconstruction from point clouds,
the source modality refers to the point cloud modality while
the target modality is the CAD construction sequence.

Similar to previous works [14, 30, 34, 49], the training
target of the reverse diffusion process, namely the optimiza-
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tion target of pθ(xt−1|xt, t), is shown as follows,

pθ(x0:T ) = p(xT )

T∏
ℓ=1

pθ(xt−1|xt, t). (6)

From the definition above, we can define the forward
process of multimodal diffusion is equivalent to adding
[MASK] to token sequence according to Equation 5. And
the reverse process can be safely regarded as unmasking to-
kens thanks to the strong representation and decoding abil-
ities of BERT [18, 25, 42] and masked data modelling [13].

4.3. Volume-based Noise Schedule on CAD Tokens

In both continuous [15] and discrete domains [14], noise
schedule is shown to be critical to the performance of the
diffusion model. In previous work on language diffusion,
noise is added by using the uniform transition matrix [34],
absorbing state transition [2], or noise schedule marking
corpus word occurrence [14]. Such attempts are shown
to be successful in natural language generation. However,
CAD construction sequence is made up of keyword tokens,
which is illustrated in the following section. It inherently
conveys the design knowledge such as the top-down design
paradigm and can fit into the noise schedule to guide the
generation procedure. Such a noise schedule design can be
extended to all sequences containing keyword tokens.

From the traits of CAD model design, we propose a noise
schedule that (1) mimics the top-down design paradigm
where the outlines are generated first from the masked to-
kens. (2) Measures the added noise at each timestep by us-
ing the proportion of volume corrupted at the timestep. (3)
Tokens in a CAD sequence are categorized in descending
order of their contributed volumes. In other words, we mask
the tokens carving geometric details at the beginning of for-
ward process so that the learned reverse process first draws
the outline, and finally details of the model will emerge.

Formally, distributing corrupted information across the
forward step can be described as follows,

1− t

T
=

∑n
i=1 V (xi

t)∑n
i=1 V (xi

0)
=

∑n
i=1 α

i
tV (xi

0)∑n
i=1 V (xi

0)
, (7)

where V denotes the entropy of CAD sequence, which mea-
sures the proportion of volume a CAD sequence token oc-
cupies. xi is the i-th token in the CAD construction se-
quence and n denotes the sequence length. From Equation
5, αt =

∏t
i=1(1−βi) denotes the probability that xt

i = x0
i ,

i.e., the i th token remains unmasked at step t. Our goal
is to design the outline-first generation, so αi

t > αj
t when

V (xi
t) < V (xj

t ), and the outlines will emerge before the
details. In practice, for CAD sequence tokens, the propor-
tion of a token x0

i in a sketch S contributing to the volume
is first calculated by the length it occupies in a sketch, then
multiplied by the volume the sketch-extrusion pair occupies

in the whole volume. The proportion of an extrusion token
E is assigned as the volume of its sketch-extrusion pair. For
CAD point cloud tokens, the noise is distributed evenly.

From the properties above, αt is defined as follows,

αi
t = 1− t

T
− S(t) · Ṽ (xi

0), (8)

S(t) = λ sin
tπ

T
, (9)

Ṽ (xi
0) = 1−

∑n
j=1 V (xj

0)

nV (xi
0)

, (10)

V (xi
0) =



L(xi
0)∑

xi
0∈Sj

L(xi
0)

V (Sj , Ej)∑m
j=0 V (Sj , Ej)

xi
0 ∈ S

V (Sj , Ej)∑m
j=0 V (Sj , Ej)

xi
0 ∈ E

1

|Tpc|
xi
0 ∈ Tpc,

(11)
where S(t) is to control the effect of the volume-based
schedule at step t. The sinusoidal implementation is to let
S(0) = S(T ) = 0 so that xt retains all zeros at the begin-
ning or the end of the diffusion process. λ is a hyperparam-
eter controlling the effect of the volume-based noise sched-
ule that the noise schedule degrades to [34] where βt =
(T − t+1)−1. L represents the length of each sketch token.
V (S,E) represents the volume of each sketch-extrude pair.
|Tpc| represents the number of point cloud tokens.

Details of tokens in each modality will be illustrated in
Section 4.4 and 4.5. For other details of the multimodal
diffuser, please refer to [10, 14, 24].

4.4. The Hierarchical CAD Sequence Tokens

A CAD model can be expressed in a structured design lan-
guage with hierarchical design flows. An example is il-
lustrated in the right part of Figure 2. From the top-down
perspective, a CAD model M is a Boolean combination of
extruded cylinders. An extrusion cylinder is defined as a
combination of a sketch S and an extrusion parameter E
marking the location s of a sketch plane, the direction d of
the extrusion axis, the scale l and the Boolean relationship
b of the extrusion. For a sketch plane S, it is composed of
a set of loops L in the same plane. A loop is a combina-
tion of different geometric primitives C that forms a closed
curve. Each geometric primitive contains its type t and its
corresponding parameters p.

The hierarchical representation can be summarized as
a depth-first transversal of a primitive token tree. For
example, the CAD model shown in the right part of
Figure 2 can be represented by the following sequence
[SOL C1 E1 SOL C2 C3 C4 C5 E2] where each extru-
sion cylinder is naturally represented by extrusion E and
SOL marks as the start of a loop. Our representation is
a modification of DeepCAD [45], where unnecessary parts
are removed.
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4.5. Point Cloud Tokenizer

CAD shapes constructed from sketch and extrusions have
flat surfaces and tangent extrusion sides [45]. For learn-
ing CAD point cloud vocabularies D, the feature extractor
needs to understand the local patch geometry, as well as the
long-range relationship for points in the same sketch face S
or extrusion side E. Specifically, following [26, 27, 50], we
divide point cloud into local patches {p}gi=1 and project 3D
patches into local embeddings e via a PointNet layer. The
embeddings are then converted into discrete point tokens z
stored in a codebook D with learned vocabularies. There-
fore, the learned vocabularies are obtained via a discrete
VAE by pretraining on all the CAD point clouds.

To preserve the sketch face and extrusion side relation-
ship, we design a self-supervised face segmentation pre-
text task, extending the method of [46] to 3D domains. As
shown in the left part of Figure 2, features of each recon-
structed point p′ ∈ P ′ is projected back to the original point
cloud P by inverse distance weighting. Then the projected
feature on the original point cloud is clustered via a vMF
Mean Shift method [3] so that points features clustered in a
face will be drawn near in the embedding space while fea-
tures in different faces will be torn apart.

Formally, the overall pretraining tokenization objective
can be represented as Ez∼Qϕ(z|p)[logPφ(p|z)] where Q
stands for encoder and tokenizer, and P for decoder. The
tokenization objective can be viewed as a combination be-
tween maximizing the Evidence Lower Bound [19] of the
reconstructed and the original point cloud and minimizing
the intra-cluster features while maximizing the inter-cluster
features. The overall loss is calculated as follows,

LCD =
1

|P ′|
∑
p′∈P ′

min
p∈P

∥p′ − p∥+ 1

|P |
∑
p∈P

min
p∈P ′

∥p− p′∥,

(12)
Lseg = Lintra + Linter

=
1

K

K∑
k=1

N∑
i=1

1{d(µk, xk
i )− α ≥ 0}d2(µk, xk

i )∑N
i=1 1{d(µk, xk

i )− α ≥ 0}

+
2

K(K − 1)

∑
k<k′

[δ − d(µk, µk′
)]2+,

(13)
Ltokenizer = LCD+Lseg+DKL[Qϕ(z|pi), Pφ(z|p̃i)]), (14)

where xk
i is the aggregated feature of pi from P ′ via inverse

distance weighting under class k. µk is the center of all
points with label k. K is the total number of classes. d rep-
resents the Euclidean distance. α and δ are hyperparameters
controlling the distance of inter- and intra-class distances
respectively.

In all, the design of our multimodal token-based diffuser
serves as a natural fit to the CAD construction sequence re-
construction. The proposed diffusion strategy divides the

multimodal translation process into a fine-grained control-
lable schedule. The noise schedule mimics top-down de-
sign paradigm and conveys the hierarchical design knowl-
edge in a machine understandable manner. The tokenization
strategy in each modality reasonably divides construction
sequence and point cloud data into hierarchical tokens.

5. Experiments
In this section, we evaluate the performance of CAD-
Diffuser on DeepCAD [45] and Fusion 360 Gallery [44].
The effectiveness of our approach, namely the reconstruc-
tion accuracy and the generation diversity over partial in-
puts, will be verified by extensive comparison with state-
of-the-art methods.

5.1. Experimental Setups

Datasets. CAD-Diffuser is trained on DeepCAD training
set and the experimental results on the test set of both Deep-
CAD and Fusion 360 Gallery are reported. Both DeepCAD
and Fusion 360 Gallery dataset contain CAD construction
sequences that can be rendered into geometric shapes via
CAD geometry kernels [1]. The settings of the CAD con-
struction sequences and point clouds are the same as Deep-
CAD except that the CAD construction sequences are rep-
resented in a hierarchical manner, see Section 4.4.

Training Details. The training is composed of two
stages. In the first stage, the point cloud tokenizer is trained
for 200 epochs of batch size 64 and learning rate 1e − 4
with linear warmup and cosine learning rate schedule. Dur-
ing this stage, underutilized codebook tokens will be ran-
domly reinitialized like [49]. All point cloud will be to-
kenized into codebook entries of length 64 when the first
stage of training completes. In the second stage, the multi-
modal diffuser is trained on a DistilBERT backbone where
the tokenized codebook entries are the source and the CAD
construction sequences are the target. The multimodal dif-
fuser is trained with batch size 512 for 350 epochs under
learning rate 5e− 5.

Evaluation Metrics. For quantitative evaluations, we
adopt metrics that are commonly used in previous meth-
ods [45], including Command Accuracy (Accct), Parame-
ter Accuracy (Acccp), Chamfer Distance (CD), Intersec-
tion over Union (IoU) and Invalid Rate (IR). Addition-
ally, we also report the difference between the number of
ground truth primitives and generated primitives #∆P .
Both (Accct), (Acccp) and #∆P serve as a measure of
how the reconstructed CAD sequences are like the origi-
nal human-designed sequences. Details of these metrics are
listed in the supplementary materials.

5.2. Reconstruction Accuracy

We thoroughly compare our method with several types
of CAD reconstruction methods that generates editable
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DeepCAD Fusion 360
Methods Accct Acccp Med CD IoU IR #∆P Accct Acccp Med CD IoU IR #∆P

Methods Based on Reconstruction
Point2cyl†[37] 35.32% 32.74% 0.427 0.738 3.87% 28.73 37.18% 36.85% 0.418 0.675 3.22% 27.36
ExtrudeNet†[29] 28.17% 24.73% 0.337 0.403 25.34% 35.86 27.43% 23.75% 0.495 0.373 24.97% 29.17
SECAD-Net†[22] 36.71% 27.48% 0.365 0.729 7.72% 36.13 35.02% 28.24% 0.432 0.690 7.46% 29.99

Method Based on Searching
Lambourne’s‡[21] 72.96% 66.78% 0.428 0.721 16.16% 2.58 66.38% 62.76% 0.475 0.653 17.98% 9.32

Methods Based on Language Models
DeepCAD[45] 80.39% 69.60% 0.919 0.467 15.44% 4.16 67.09% 57.65% 8.923 0.399 25.17% 6.51
HNC-CAD∗ [49] 82.69% 74.58% 0.864 0.653 5.62% 3.56 75.46% 64.52% 3.682 0.635 7.27% 5.24
Our Method 88.55% 82.92% 0.302 0.743 1.48% 2.20 85.56% 80.48% 0.385 0.632 1.65% 1.23

Table 1. Results on reconstruction accuracy. † indicates results converted into construction sequences via heuristic methods. ‡ indicates
results obtained via re-implementing methods according to the original paper. ∗ indicates baseline methods adapted from the original paper.
All metrics are tested on the translated CAD sequences and their rendered geometry. Median CD is multiplied by 102. For details of
comparative methods, please refer to supplementary materials.

primitive-based CAD models. The methods can be divided
into three categories, namely reconstruction-based methods
[22, 29, 37], search-based methods [21], and two methods
based on language models for CAD reconstruction [45, 49].
For each method, we adopt their original implementations
for training and finetuning, and converts the results into
CAD construction sequences. Such methods offer sufficient
comparisons to other techniques and establish themselves as
state-of-the-art. For detailed implementation of these meth-
ods, please refer to the supplementary materials.

Table 1 shows the quantitative results. It can be seen
that for sequence reconstruction accuracy, our method out-
performs all methods in view of command and parameter
accuracy. The smallest value of #∆P also implies that
CAD-Diffuser has fit the human designs well, which has
neither scattered the primitives nor oversimplified them. For
geometric indicators like CD and IoU , the results show
that our method is on par with the 3D reconstruction based
methods, which shows that our method reaches the se-
quence reconstruction accuracy without sacrificing the ge-
ometric fidelity. It is worth noting that the Invalid Rate
and Median CD are not so well on Point2cyl, ExtrudeNet
and SECAD-Net. This is because the sketch approximation
heuristics scarifies accuracy and triggers exceptions in CAD
kernels [1].

Figure 1 shows some typical qualitative reconstruction
results. As shown in the figure, the geometric fidelity of our
method is on par with other methods, while the details of the
CAD models are fully recovered by our method, especially
in the first line where the rectangles on the top are hardly
perceptible in the point clouds. This strongly shows that
our token-based multimodal diffusion schedule can bring
about fine-grained preception of geometry and generation
controls.

Method N-gram Embedding Edit COVMMD
(↑) Similarity(↓)Distance(↑) (↑) (↓)

DeepCAD 0.18 0.193 0.44 80.62 1.10
SkexGen 0.21 0.175 0.47 84.74 1.02
HNC-CAD 0.35 0.138 0.56 87.73 0.96
Ours 0.45 0.082 0.73 88.35 0.94

Table 2. Results on generation diversity. We report distinct token-
level N-grams, pairwise similarities of DeepCAD embeddings,
pairwise normalized Edit Distance of generated sequences, test
set Coverage (COV) of generated CAD sequences and Minimum
Matching Distance (MMD) between generated and test set se-
quences, . COV is multiplied by 100% and MMD is multiplied by
102. For more results, please refer to the supplementary materials.

5.3. Generation Diversity

In this section we show the generation diversity of our pro-
posed CAD-Diffuser. As many models on CAD sequence
reconstruction can only generate one CAD construction se-
quence given the geometric input, we conduct an experi-
ment on unconditional generation and compare our model
with prevailing CAD generative models like [45, 48, 49]. In
this part, we train a shape code generator like [49] and it ran-
domly generates point cloud tokens. Following [45, 48, 49],
we test the language diversity of generated CAD sequences
via (1) distinct token n-grams, (2) summary statistics over
pairwise DeepCAD embeddings and (3) summary statistics
on pairwise sequence edit distances. We also evaluate the
(4) Coverage (COV) percentage, (5) Minimum Matching
Distance scores in the generated set of CAD sequences.
These two scores can be regarded as geometric diversity
measures since COV represents the proportion of reference
set that matches the generated CAD sequence and MMD
measures the Chamfer Distance between these matches.
The results are listed in Table 2. The results show that the
generated CAD sequences are far more diverse than exist-
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Ground Truth

t = 1500

t = 750

t = 250

t = 0

t = 2000

[SOL] Line 128 128 Line 223 128 Line 223 223 Line 128 223 Extrude 192 64 192 96 128 32 192 136 128 New_body One_sided
[SOL] Circle 176 176 Extrude 192 64 192 96 128 224 192 128 64 New_body One_sided [EOS]

[M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] ……[M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M] [M]  

[SOL] [M] [M] [M] ……[M] [M] [M] [M] [M] [M] Extrude [M] [M] [M] ……[M] [M] Extrude [M] [M] [M] [M] ……[M] [M] [M] [EOS] 

[SOL] Line 128 128 Line 223 128 Line 223 223 Line 128 223 Extrude 192 64 192 96 128 32 192 136 128 New_body One_sided
[SOL] Circle 176 176 Extrude 192 64 192 96 128 224 192 128 64 New_body One_sided [EOS]

[SOL] Line 128 [M] [M] [M] [M] Line [M] [M] Line [M] [M] Extrude [M] [M] 128 …… Circle [M] [M] Extrude [M] [M] …… [M] New_body[M] [EOS] 

t = 500

[SOL] Line 128 128 Line 223 128 Line 223 223 Line 128 223 Extrude 192 64 192 96 128 32 192 136 [M] New_body One_sided
[SOL] Circle 176 176 Extrude [M] 64 192 96 128 224 192 128 64 New_body One_sided [EOS]

[SOL] Line 128 128 Line 223 [M] Line 223 223 Line 128 223 Extrude 192 [M] [M] 96 128 32 192 136 [M] New_body One_sided
[SOL] Circle 176 176 Extrude [M] [M] [M] 128 224 [M] 128 64 New_body One_sided [EOS]

t = 1000

[SOL] Line 128 [M] Line [M] [M] Line 223 223 Line 128 [M] Extrude [M] [M] [M] [M] 32 192 136 [M] New_body One_sided
[SOL] Circle 176 [M] Extrude [M] [M] [M] [M] [M] [M] 224 [M] 128 64 New_body One_sided [EOS]

Figure 4. Successive stages of denoising by our method where tokens represents the outlines are generated first owing to our volume-based
noise schedule. [M] represents the mask tokens and ...... represnets all masked tokens for brevity.

Figure 5. Qualitative example of reconstruction diversity given a
single input point cloud. It can be seen that CAD-Diffuser strikes
a balance between accuracy and diversity. It also provides designs
of similar shape but with different styles, bringing new inspirations
to designers.

ing methods in view of both CAD sequences and their ren-
dered geometries, which is believed to be the effect of fine-
grained control exerted by our proposed diffusion strategy.
Figure 5 qualitatively showcases the generation diversity,
which brings new shapes and inspirations to designers even
under the point cloud condition is given. More results, some
qualitative examples of unconditional generation, and the
methods of generating Figure 5 are listed in the supplemen-
tary materials.

5.4. Visualization of Backward Process

In this section we study how CAD-Diffuser gradually un-
masks the original CAD sequences. We select a CAD model
and record its emergence at different timesteps, as shown
in Figure 4. From the visualization we can observe that
the outlines are generated first, namely the top-down design
strategy is learned by our model, see Figure 3 for more il-
lustrations.

5.5. User Study

To evaluate how much the reconstructed CAD sequence is
like the human designed CAD sequences, we conduct a user
study like [17]. For each CAD model, we shuffle and dis-
play the reconstructed CAD sequence and its corresponding
rendered geometry of different reconstruction methods and
mix them with the original CAD model. 7 users with design
knowledge were asked to rank the likeliness of whether they
are likely to reuse the CAD sequence on 50 reconstructions.

The result of human evaluation is displayed in Figure 6.
From the Figure we can observe that our reconstruction is
far more welcomed than reconstruction-based and search-

Figure 6. Distribution of votes on which of the reconstructed se-
quences are more likely to be reused by human designers. 7 human
evaluators participate in the reconstructed results of all methods
and the ground truth. Full results can be seen in the supplemen-
tary material.

based methods and even approaches the ground truth. This
is because of the strong reconstruction performance of our
method, as well as the outline-first noise schedule vividly
imitates human design patterns in a soft manner during the
training process. It is worth noting that HNC-CAD has
achieves comparable performance, which demonstrates the
importance of fine-grained generation by the side.

6. Conclusion
We introduce a novel multimodal token-based diffusion
model for reconstruction CAD construction sequences
from point clouds. The intuition of our approach is
the unification of point clouds and CAD construction
sequences at the token level. A random walk between
tokens of each modality and [MASK] tokens blended the
diffusion strategy into masked token modeling process of
BERT. The proposed volume-based noise schedule vividly
imitates the top-down design strategy of human designers.
Experimental results demonstrate both the reconstruction
fidelity and the generation diversity of our method. Future
works include utilizing the pretrained models and large
language models to build a more powerful reconstruction
model for comprehensive CAD design human interface.
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