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Abstract

We focus on the generalization ability of the 6-DoF grasp
detection method in this paper. While learning-based grasp
detection methods can predict grasp poses for unseen ob-
jects using the grasp distribution learned from the train-
ing set, they often exhibit a significant performance drop
when encountering objects with diverse shapes and struc-
tures. To enhance the grasp detection methods’ general-
ization ability, we incorporate domain prior knowledge of
robotic grasping, enabling better adaptation to objects with
significant shape and structure differences. More specifi-
cally, we employ the physical constraint regularization dur-
ing the training phase to guide the model towards predict-
ing grasps that comply with the physical rule on grasping.
For the unstable grasp poses predicted on novel objects,
we design a contact-score joint optimization using the pro-
jection contact map to refine these poses in cluttered sce-
narios. Extensive experiments conducted on the GraspNet-
1billion benchmark demonstrate a substantial performance
gain on the novel object set and the real-world grasping
experiments also demonstrate the effectiveness of our gen-
eralizing 6-DoF grasp detection method. Code is avail-
able at https://github.com/mahaoxiang822/
Generalizing-Grasp.

1. Introduction
Given an object, robotic grasp detection aims to find suit-
able and sufficient gripper configurations for various ma-
nipulation tasks. Traditional methods [6, 27, 30] establish
hand-crafted criteria to evaluate grasp samples according to
3D models of objects. Despite providing precise interaction
between objects and grippers, they assume that object mod-
els are available in advance and also suffer a slow running
speed, which limits their popularization. As the develop-
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Figure 1. Illustration of (a) the performance and distribution gap
between objects similar to training samples (similar objects) and
those with largely varied shapes and structures (novel objects) and
(b) the limitations of the object augmentation methods.

ment of deep learning, data-driven methods [9, 20, 32] have
been widely studied. These methods predict grasps with-
out the need for pre-prepared 3D models and demonstrate
the capability to handle unseen objects. However, they of-
ten struggle when encountering objects whose shapes and
structures significantly deviate from those in the training
set, making them difficult to adapt to more diverse appli-
cations. As illustrated in Fig. 1 (a), learning-based grasp
detection methods are basically able to transfer to objects
similar to those appearing in training, but they do not ef-
fectively generalize to novel objects with their distribution
greatly changed.

To facilitate the generalization of learning-based grasp
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detection methods towards a variety of unseen objects, pre-
vious attempts usually apply data augmentation techniques
to expand the distribution of the training set. More objects
are typically produced by randomly concatenating a number
of 3D primitives [1, 33] or by directly synthesizing through
generative networks [13, 23]. They do enrich the diversity
of objects for training, which leads to a gain in overall per-
formance. However, since such augmentation is conducted
only according to original data, it contributes more to simi-
lar objects whose distribution is largely overlapped and of-
fers little help to new objects whose distribution is not well
covered. As depicted in Fig. 1 (b), on the one hand, to the
objects that are far from the center of training samples in
the feature space, totally wrong grasps could be delivered.
On the other hand, for the ones that are near the center of
training samples in the feature space, although reasonable
grasps may be obtained, the predictions tend to be unstable
due to the distribution gap. Both cases make those methods
problematic to generalize to unseen targets.

To address the dilemma above, inspired by informed ma-
chine learning [15, 34], we introduce domain prior knowl-
edge of robotic grasping. Compared to data augmentation,
domain prior knowledge does not depend on the distribution
of training data, allowing for easy adaptation to objects with
significant shape and structure differences. Firstly, to enable
the grasp detection network to generalize to novel objects,
we incorporate certain physical rules on grasping, such as
force conditions [26] and contact positions, which are typ-
ically used in the traditional analytical grasping methods.
The physical rules provide valuable clues in terms of grasp
stability regardless of object-specific properties, thus moti-
vating us to integrate such rule-based priors into the grasp
detection network. Secondly, to deal with the unstable re-
sults predicted by the network, we introduce another type of
knowledge about the interaction of the gripper and object.
The contact map [2] is able to denote the regions correlated
with grasping as well as the kinematics of the gripper. By
employing a neural network to encode the preferred object
regions for optimal grasps, the learning-based contact map
prior can be utilized to refine insufficiently accurate grasps.

Concretely, in this paper, we propose a generalized 6-
DoF grasp detection framework with domain prior knowl-
edge, which consists of two components: Physical Con-
straint Regularization (PCR) and Contact-Score Joint Opti-
mization (C-SJO). In PCR, we integrate the physical prior
into the network as the regularization, thereby constraining
the correlation between gripper poses and object models.
To enable the back-propagation of PCR, we employ an end-
to-end 6-DoF grasp detection network for grasp prediction
and utilize the Signed Distance Field (SDF) to encode the
object model, facilitating the differentiable computation of
physical constraints. Compared to fitting grasp annotations
directly, PCR guides the network to predict grasps follow-

ing object-independent physical rules, thereby enhancing
the generalization capability for novel objects. To refine
the unstable prediction for novel objects, we introduce the
C-SJO at test time based on the contact map prior. The con-
tact map represents the contact region on the object’s sur-
face by calculating the distance between the gripper model
and the objects. A contact map prediction network is in-
troduced to encode the contact pattern of good grasps by
learning from grasp labels. By aligning the contact map
of the current grasp and the prediction from the network,
the grasp pose can be optimized within its neighborhood.
However, as for 6-DoF grasp detection in clutter, using the
euclidean distance for contact map calculation cannot ade-
quately address inaccurate contact positions. Therefore, we
introduce a projection contact map to solve this problem.
Additionally, due to the noise from the depth sensor and the
occlusion in cluttered scenarios, relying solely on the con-
tact prior can lead to singular results. To mitigate this, we
use score optimization to constrain the searching space of
contact optimization, in which a grasp score network is uti-
lized.

The contribution of this paper can be summarized as:
• We propose a domain prior knowledge informed 6-DoF

grasp detection framework to enhance the generalization
ability for novel objects.

• We design the physical constraint regularization to repre-
sent the physical prior for 6-DoF grasping and integrate it
into the network in a differential strategy.

• We employ a contact-score joint optimization with the
projection contact map, which is suitable for refining the
inaccurate prediction in cluttered scenarios.

2. Related work
6-DoF Grasp Detection To generate diverse and feasible
grasping in cluttered scenes, 6-DoF grasp detection has
been advanced recently. Compared to planar grasp de-
tection where the grasp space is limited [9, 22, 28], 6-
DoF grasp detection method can predict grasping in SE(3)
space, thereby supporting more complex downstream task.
[32] pioneers a sampling and evaluation framework for 6-
DoF grasp detection. Using point-cloud input, they heuris-
tically sample grasp candidates and employ a Convolutional
Neural Network (CNN) for scoring them. [16] build upon
the framework, utilizing a neural network for point-cloud
data to achieve improved grasp sample evaluation. More
recently, a series of studies [3, 8, 10, 14, 19, 24, 29, 35]
propose end-to-end strategy for grasp prediction. [24] em-
ploys a variational auto-encoder for grasp generation given
the object point-clouds. [29] introduces a single-shot grasp
proposal network for efficient grasp detection based on sin-
gle view point-clouds, and [3] employs a Truncated Signed
Distance Function (TSDF) to map multiple frames and pre-
dict grasps in voxel space. [10] provides a large benchmark
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with densely annotated grasp labels and designs a baseline
method for dense grasp prediction. Subsequently, [35] de-
fines graspness to represent grasp probability in searching
space and [19] focuses on the scale imbalance problem for
6-DoF grasp detection. With the development of neural rep-
resentations, [14] utilizes an occupancy network to learn a
shared representation between 3D reconstruction and grasp
detection. [8] introduces a generalizable neural radiance
field for the grasp detection of transparent and specular ob-
jects. Despite these advancements in 6-DoF grasp detec-
tion, the performance for novel objects, particularly those
with varied shapes and structures, remains sub-optimal. In
this paper, we investigate this shortcoming.

Generalization on Grasp Detection Several strategies are
proposed to enhance the generalization capability of grasp
detection, which mainly focuses on enriching the distribu-
tion of training objects. [1] procedurally generates objects
by attaching rectangular prisms at random locations and ori-
entations. To enhance the shape diversity, [33] constructs
a set of object primitives by decomposing everyday ob-
jects and generates diverse objects by randomly sampling
these primitives and combing them. In addition to heuristi-
cally generating random objects, [23] provides the Evolved
Grasping Analysis Dataset (EGAD), which includes objects
of varying shape complexity and grasp difficulty generated
by the 3D compositional pattern producing networks. [13]
employs an AutoEncoder-Critic network to interpolate new
shapes from two objects for augmentation. Besides aug-
menting current shapes to improve the performance of the
learning-based grasp detection method, [36] explores the
task of generating adversarial objects that are difficult to
grasp. Different from previous augmentation methods for
generalized grasp detection, we introduce the grasp domain
knowledge to our framework explicitly. Therefore, our
method doesn’t rely on the distribution of training objects,
resulting in an improvement for out-of-distribution objects.

Usage of domain knowledge in Grasping Domain prior
knowledge has been leveraged in various grasping applica-
tions. Early analytical methods [11, 21, 31] make use of
the physical prior knowledge to examine the force dynamics
between the gripper and the object. More recently, several
methods incorporate some grasp prior knowledge into the
hand-object grasp synthesis. [18] introduces a differentiable
force closure algorithm designed to optimize hand configu-
rations, which facilitates the fast generation of physically
stable grasps. [17] designs a generalized Q1 metric that
serves as a loss for a grasp planner, producing precise multi-
finger grasping for single object with watertight model or
rendered depth images. While the aforementioned methods
employ domain prior knowledge to assist grasp synthesis
and optimization, they rely on the accurate object shapes
and design complex calculations for prior integration. This
makes it difficult to apply them in the 6-DoF grasp detection

where the generation of diverse grasps in complex scenarios
is required and the object geometry from the depth sensor is
inaccurate.

3. Method
3.1. Physical Constraint Regularization

In terms of physical prior knowledge, the force interac-
tion between the object and the gripper is used to ana-
lyze grasp stability, among which the force closure [26] is
widely adopted. A force closure grasp can resist any ex-
ternal wrenches with the contact force if the force direction
lies in the friction cone. In scenarios where the friction co-
efficient of the object surface is unknown and a two-finger
gripper is utilized, we employ the antipodal rule [5] as a
simplification. Given two contact points (u1, u2) lying on
the object surface, the antipodal rule is formulated as:

[p(u1)− p(u2)] · t(u1) = 0 (1)

[p(u2)− p(u1)] · t(u2) = 0 (2)

n(u1) + n(u2) = 0 (3)

where p(u) represents the contact position, t(u) represents
the unit tangent vector and n(u) represents the unit out-
ward normal vector. If the contact points (u1, u2) between
the gripper and the object comply with the antipodal rule,
there is a higher probability of a successful grasp. Based on
which, we introduce the PCR to constrain the output of the
network with the rule.

With the predicted grasp pose g = [t, R,w] and the grip-
per kinematic model K, the gripper contacts (c1, c2) can be
expressed as:

(c1, c2) = K(t, R,w) (4)

To enforce the gripper contacts to comply with the antipo-
dal constraint, we propose an antipodal regularization term,
which is calculated as follows:

RA(c1, c2) = 1−0.5∗(cos(−−→c1c2, n(c2))+cos(−−→c2c1, n(c1)))
(5)

where −−→c1c2 is the vector connecting the gripper’s contact
points c1 and c2, n(c1) and n(c2) are the normal vectors
at the respective contact points and cos represents the co-
sine similarity. Nevertheless, the predicted gripper contacts
c1, c2 may not lie precisely on the object surface. To over-
come this, we also introduce constraints on the distance be-
tween the gripper contacts and the object’s surface. These
constraints help to avoid collision and ensure that the con-
tact points are sufficiently close to the object’s surface. The
collision constraint RC and surface constraint RS are for-
mulated as:

RC(c1, c2) = Max(0, θ−d(c1))+Max(0, θ−d(c2)) (6)
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Figure 2. The pipeline of differential physical constraint integration. With the fusion point-cloud, the differentiable 6-DoF grasp network
predicts the grasp configurations. The position of contacts c1, c2 are calculated from grasp configurations by the gripper model and the
regularization R is computed from the object SDF for back-propagation.

RS(c1, c2) = Max(0, d(c1)−µ)+Max(0, d(c2)−µ) (7)

where the contact distance d(c) is constrained between
[θ, µ]. Besides, we use the grasp score predicted by the
grasp detection network to weight the regularization of dif-
ferent grasps, thereby ensuring the coherence between the
grasp score and the physical constraints. With the grasp
score of ith grasp si, the overall physical constraint Ri can
be represented as:

Ri =
si ∗ (RA

i +RC
i +RS

i )

1
M

M∑
j

sj

(8)

where M is the number of seed points. The overall loss L
can be formulated as:

L = Lgrasp + ϕ ∗R (9)

For more details of the grasp configuration loss Lgrasp,
please refer to the supplementary.

3.2. Differential Physical Constraint Integration

To integrate the PCR into the grasp detection network, the
sub-gradients of normal vector ∂n(c)

∂c and surface distance
∂d(c)
∂c with respect to the contact point c should be com-

puted. Besides, the generation of grasp poses should be
differential. As a result, we introduce an end-to-end 6-
DoF grasp network and the differentiable Signed Distance
Function (SDF) for the calculation of PCR. As shown in
Fig. 2, the configurations of the gripper are regressed
from the input fusion point-cloud in an end-to-end man-
ner. With the configurations predicted by the grasp detec-
tion network, the contact point c can be calculated by the
gripper kinematics model. Utilizing SDF of the object, we
can query the surface distance of the contact c1 directly by
d(c1) = SDF (c1) and the normal vector of c1 can be cal-
culated by n(c1) = ∇SDF (c1). In practice, obtaining an

object’s SDF directly is not feasible. Consequently, we em-
ploy a 3D grid to represent the object’s SDF, where each
grid point records the corresponding SDF value. During
training, the SDF value at any arbitrary position is computed
using tri-linear interpolation, which allows for the differen-
tiable computation of the gradients required by the physical
constraints.

3.3. Contact-Score Joint Optimization

Due to the significant discrepancy in shape and structure be-
tween novel and training objects, the grasp prediction from
the network can be unstable, which leads to failures. To
solve this problem, inspired by dexterous grasp synthesis
[12, 37], we introduce the contact map prior which encodes
the preference contact region on the object to refine inac-
curate grasps. Given the object point-cloud Xo and grip-
per contacts c1, c2, we define the contact map of each point
pi ∈ Xo for a 6-DoF grasp as:

Di = min
j

∥ pi − cj ∥, cj ∈ {c1, c2} (10)

Compared with optimization for a single object with accu-
rate geometry in grasp synthesis, for the 6-DoF grasp de-
tection task in cluttered scenes, there exist two issues that
make the test-time optimization impractical and cause sin-
gular results: (1) the contact points don’t always lie on the
object surface; (2) the object point-clouds in real-world sce-
narios are inaccurate and incomplete. For the first issue, we
propose the projection contact distance PD illustrated in
Fig. 3 (a) as a supplementary of original contact distance
D, which calculates the projection distance from the object
point-cloud to the connecting line of two contacts.

PDi = Di ∗ sin(θi) (11)

We visualize the original contact map and the proposed
projection contact map in Fig. 3 (b). Rather than com-
puting the contact distance directly, the projection contact
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(a) (b)

Figure 3. (a) Calculation of the contact map and (b) comparison
of the projection contact map and the original version.

map can highlight the accurate contact region on the ob-
ject point-cloud for coarse grasp poses whose contact points
may not lie on the surface. For contact map optimization,
as shown in Fig. 4 (a), we employ a ContactNet for contact
map prediction, which encodes the contact prior. Given the
object point-cloud Xo, the gripper point-cloud Xg and the
predicted grasp pose g, the ContactNet can be formulated
as:

D̂, ˆPD = ContactNet(gXg, Xo) (12)

and thus the contact optimization target Jc is formulated as:

Jc = |D − D̂|+ α ∗ |PD − ˆPD| (13)

For the second issue, we incorporate an independent grasp
score network ScoreNet in the optimization process as
shown in Fig. 4 (b). Trained with the noisy object point-
cloud and its corresponding grasp pose sampled from grasp
labels, the ScoreNet predicts the grasp score Ŝ. We sample
both the good and bad quality grasps so the ScoreNet can
give a low score when the failed grasp appears in the opti-
mization. To suppress the decline in grasp score, the target
of score optimization Js and the overall optimization target
J are formulated as:

Js = T −min(T, Ŝ) (14)

J = Jc + β ∗ Js + γ ∗∆t (15)

where T is the max grasp score, β is the weight of Js and
∆t constrains the offset of position t during optimization.
During inference, we adopt an Adam optimizer to optimize
the grasp pose iteratively by minimizing J in a gradient de-
scent strategy.

4. Experiments
4.1. Implementation Details

Benchmark We conduct all the simulation experiments on
the large-scale GraspNet-1billion benchmark [10]. The
benchmark includes 190 cluttered scenes, in which 100
scenes for training, 90 for testing. The testing set is divided

(a) Contact optimization

(b) Score optimization

Figure 4. The pipeline of contact optimization and score optimiza-
tion with ContactNet and ScoreNet.

into seen, similar and novel set based on the objects in the
scenes. Each scene includes 256 RGB-D images captured
from different views with RealSense/Kinect cameras. Most
previous methods on the benchmark utilize single-view data
for training and evaluation. However, the depth images cap-
tured from a single view suffer from significant noise. For
novel object grasping, as the model has no prior about the
objects, it is unable to infer the shape of occluded parts
based solely on partial point-clouds, thereby hindering the
grasp detection for novel objects. To bypass the interference
caused by incomplete point clouds and enhance the capa-
bility of grasp detection on novel objects, we reconstruct
the depth images from multiple views in a single scene into
Truncated Signed Distance Function (TSDF) via KinectFu-
sion [25]. The TSDFs are used for training and evaluation.
Metric We follow the metric used in GraspNet-1billion
benchmark [10], in which the average precision of top-k
ranked grasps in a scene is considered. In the original met-
ric, k is set to 50, and a maximum of 10 grasps per-object are
used for evaluation. Given that most scenes contain around
9 objects, this metric can overlook the grasping accuracy
of some objects. Therefore, we employ an object-balanced
metric for reconstructed scenes, where k = Nobject ∗ 5.

18106



Model
Seen Similar Novel

AP AP0.8 AP0.4 AP AP0.8 AP0.4 AP AP0.8 AP0.4

Baseline 66.09 75.57 60.63 64.82 74.10 61.51 30.61 37.61 17.06
+ PCR 66.67 75.67 61.84 65.55 74.42 61.47 35.58 43.49 19.70
w/o RA 65.63 74.59 61.19 65.38 74.29 62.10 32.38 39.04 18.88
w/o RC 65.27 75.05 58.62 62.25 71.65 57.11 32.34 38.58 19.27
w/o RS 63.51 72.37 60.26 64.31 73.00 61.06 35.57 42.60 20.45

Table 1. Results of PCR on scenes captured by RealSense.

Nobject is the number of objects of the scene and a maxi-
mum of 5 grasps per-object are used for evaluation. This
provides a more balanced consideration of the grasping ac-
curacy across different objects compared to the original
evaluation metrics. APµ is employed as the metric, which
represents the average Precision@m for m ranges from 1 to
m with friction µ. AP is calculated by the average of APµ,
where µ ranges from 0.2 to 1.2 with the interval ∆µ = 0.2.
Model implementations We first introduce a strong base-
line model based on the scale balanced 6-DoF grasp detec-
tion network [19] and GSNet [35]. Following [35], we em-
ploy a sparse UNet based on Minkowski Engine [7] as the
backbone and calculate the ”graspness” for each point to
generate grasp candidates. For local feature extraction, the
multi-scale cylinder grouping proposed in [19] is employed
to improve the performance of the baseline model. For the
PCR during training, θ and µ which control the contact dis-
tance are set to 0.02 and 0.005 separately and the weight ϕ
for the regularization is set to 0.1. For the C-SJO, we set the
hyper-parameter α = 0.2, β = 0.01 and γ = 5.

4.2. Results on Physical Constraint Regularization

We show the results of PCR in Table 1. Compared to the
baseline model, integrating the PCR delivers an improve-
ment of 4.64% on the novel set, demonstrating its effective-
ness for objects with diverse shapes and structures. Besides,
the PCR also improves by 0.58% in seen set and 0.73% in
similar set. This illustrates that for seen and similar ob-
jects in the training set, introducing physical prior can help
the grasp detection network to fully utilize the grasp labels
compared to fitting them directly. We also ablate the in-
fluence of different physical constraints and notice that the
incomplete constraint conditions can attribute to the perfor-
mance decline on seen and similar set. Only with partial
constraints during training, not all the grasp poses which
meet the constraints are correct, thus disturbing the learn-
ing from grasping label.

4.3. Results on Contact-Score Joint Optimization

We employ the C-SJO in our 6-DoF grasp detection net-
work trained with PCR and conduct ablations. The results

Model Seen Similar Novel
No Refine 66.67 65.55 35.58
+ C-S (Predicted Mask) 66.61 65.37 36.67
+ C-S (GT Mask) 66.69 65.50 36.61
Original C-S 66.48 65.29 36.27
w/o C 66.65 65.64 35.86
w/o S 66.54 65.37 36.23

Table 2. Results of C-SJO on scenes captured by RealSense.

are shown in Table 2. We incorporate a recent proposed 3D
segmentation method [38] to get object point-clouds from
the clutter for optimization. With the ground-truth mask and
segmented mask, C-SJO can improve by 1.03% and 1.00%
on novel set separately. The C-SJO has almost no impact on
the seen and similar set, primarily because the grasp poses
predicted for seen and similar objects are sufficiently stable,
making it challenging to find a better grasp than the origi-
nal one. However, for the novel set, many unstable grasps
exist that can potentially be optimized. We also conduct
ablations about different designs of the C-SJO. Without the
proposed projection contact map, only employing the orig-
inal contact map (Original C-S) drops on seen, similar and
novel set due to the singularity poses during optimization.
Optimizing solely based on grasp score (w/o C) overlooks
the contact map prior, resulting in very limited improvement
on the novel set. Using only the contact map for optimiza-
tion (w/o S) yields a 0.38% drop on the novel set, but the
absence of grasp scores restricts the search space, making
it challenging to locate the locally optimal grasp during the
optimization process. The process of grasp pose optimiza-
tion is shown in Fig. 5, where the optimal grasp poses are
reached in the original grasps’ neighbor SE(3) space. For
object (1)-(4), the optimization process refines the inaccu-
rate initial grasp poses. For objects (5) and (6), the opti-
mization process facilitates collision avoidance.

4.4. Comparison with State-of-the-art

To make a fair comparison with the state-of-the-art meth-
ods of the GraspNet-1billion benchmark, we re-implement
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Model
Seen Similar Novel

AP AP0.8 AP0.4 AP AP0.8 AP0.4 AP AP0.8 AP0.4

GraspNet-baseline [10] 28.10 30.53 26.56 23.87 26.92 22.51 7.48 8.43 4.93
Scale-balanced Grasp [19] 46.05 51.02 44.27 37.76 44.27 34.75 17.09 21.04 10.20
GSNet [35] 60.47 71.05 52.06 58.55 69.38 53.08 28.06 36.19 14.09
Ours Baseline 66.09 75.57 60.63 64.82 74.10 61.51 30.61 37.61 17.06
Ours 66.61 75.67 61.52 65.37 74.35 61.28 36.67 45.08 20.90

Table 3. Comparison with the state-of-the-art methods on RealSense scenes of GraspNet-billion benchmark.

Figure 5. Visualization of the process of C-SJO.

three representative 6-DoF grasp detection methods [10, 19,
35] with our multi-view reconstructed scene as input. As
shown in Table 3, our method performs better than previous
6-DoF grasp detection methods on all test sets and achieves
36.67% on the novel set, which demonstrates the general-
ization capability of our method.

4.5. Comparison with object augmentation

We give a comparison between our prior knowledge based
method and the object augmentation which employed by
previous methods to enhance the generalization capability.
To migrate the procedural or learning-based object augmen-
tation method on the GraspNet-1billion benchmark, since
the similar objects and the training objects have similar dis-
tributions, we consider the similar set in the benchmark
as objects obtained through the augmentation. We merge
the two sets for joint training. In this way, we can conve-
niently validate the performance of data augmentation on
this benchmark without the need to generate additional ob-
jects and annotate grasps. As shown in Table 4, introducing
object augmentation can slightly improve the performance
on seen and novel sets, benefiting from the richer object
distribution. However, our method performs better on the
novel set, improving by 4.37% compared to the object aug-
mentation method, without introducing any additional data.
Simultaneously, our method also exhibits an increase of
0.33% on novel set when paired with object augmentation,
demonstrating that our method and object augmentation can
be used together.

Model Seen Similar Novel
Baseline 66.09 64.82 30.61
Augmentation 68.12 - 32.30
Ours 66.61 65.37 36.67
Ours + Augmentation 68.31 - 37.00

Table 4. Comparison with object augmentation.

4.6. Result Visualization

In figure 6, we visualized the results generated by the base-
line method, object augmentation and our approach on the
GraspNet-1billion benchmark. The gripper poses in red
represent successful grasps, while those shown in purple
and blue correspond to collision and bad grasps. By incor-
porating domain prior knowledge, our method can generate
grasp poses that conform to the physical relationship be-
tween the gripper and the object. For objects (3)-(5), our
method predicts some failed grasps, primarily due to poor
grasp sampling locations or inaccurate perception of the ob-
ject’s geometry.

4.7. Real-world Evaluation

The effectiveness of the proposed method in real-world is
validated by real robot in this section. As shown in Figure 7
(a), the robotic grasping system is built on a 6-DoF UR-10
robot arm and a RealSense D435i depth camera is employed
for scene perception. The total of 20 objects used for grasp-
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Figure 6. Visualization of the predicted grasp poses from baseline, object augmentation and the methods proposed in this paper.

Figure 7. (a) Robotic grasping system and (b) objects for real-
world grasping.

ing (Fig. 7 (b)) are composed of two parts: 13 3D-printed
objects from Dex-Net [20] and 7 objects chosen from the
YCB dataset [4]. All of the objects are significantly differ-
ent from the objects used for training in GraspNet-1billion.
Before executing the proposed grasp detection method, we
quickly reconstruct the scene using an arm-mounted depth
camera based on the KinectFusion [25].

Model Isolated Cluttered
SR (%) SR (%) SCR (%)

Baseline 58.33 (35/60) 48.21 (43/89) 86.00 (43/50)
Ours 68.33 (41/60) 64.86 (48/74) 96.00 (48/50)

Table 5. Results of the real-world grasping experiments.

We compare our model to the baseline in two settings:
isolated object grasping and cluttered object grasping. For
isolated object grasping, each object is placed in three dif-
ferent poses and Success Rate (SR) is used as the metric.

For cluttered object grasping, we compose 5 objects into a
scene and make the robot remove them all with a maximum
number of operations at 10. SR and Scene Completion Rate
(SCR) are employed as the metrics. As illustrated in Table
5, our model outperforms the baseline in both settings and
achieves better SR and SCR, demonstrating its superiority
for novel objects.

5. Conclusion
In this paper, we work for generalizing 6-DoF grasp detec-
tion with domain prior knowledge of robotic grasping. The
physical constraint regularization based on physical rules is
proposed to enable the generalization of objects with largely
varied shapes and structures. To refine the unstable results
predicted by network in cluttered scenarios, we specially
design a contact-score joint optimization with the contact
map prior, in which a projection contact map is utilized.
Extensive experiments on both the benchmark and the real-
world robot demonstrate the effectiveness of our method for
novel objects.
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