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Abstract

Deep learning-based image registration (DLIR) meth-
ods have achieved remarkable success in deformable im-
age registration. We observe that iterative inference can
exploit the well-trained registration network to the fullest
extent. In this work, we propose a novel Iterative Inference
Residual Pyramid Network (IIRP-Net) to enhance registra-
tion performance without any additional training costs. In
IIRP-Net, we construct a streamlined pyramid registration
network consisting of a feature extractor and residual flow
estimators (RP-Net) to achieve generalized capabilities in
feature extraction and registration. Then, in the inference
phase, IIRP-Net employs an iterative inference strategy to
enhance RP-Net by iteratively reutilizing residual flow es-
timators from coarse to fine. The number of iterations
is adaptively determined by the proposed IterStop mecha-
nism. We conduct extensive experiments on the FLARE and
Mindboggle datasets and the results verify the effectiveness
of the proposed method, outperforming state-of-the-art de-
formable image registration methods. Our code is available
at https://github.com/Torbjornl1997/IIRP-
Net.

1. Introduction

Deformable image registration is an important task in com-
puter vision, focusing on establishing non-linear dense cor-
respondences between two n-D images. It has widespread
applications, particularly in medical image analysis [6, 29,
32] and remote sensing [9]. Traditional deformable regis-
tration methods usually formulate image registration as an
optimization task and attempt to minimize the energy func-
tion in an iterative manner. Common intensity-based op-
timization methods [5, 33, 37] utilize the intensity differ-
ences between images as the energy function. However, in
regions with weak texture, the gradient tends to be small,
leading to optimization falling into local minima [20]. To
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address this issue, feature-based optimization methods are
proposed, which utilize various feature representation func-
tions such as graph spectral representation [21], structure
tensor [35], and Gabor features [28, 36]. These methods ex-
tend the image intensity information into more comprehen-
sive feature information, enhancing the capability to handle
areas where intensity-based methods might struggle. Tra-
ditional optimization registration methods treat the registra-
tion task as an independent iterative optimization problem.
When the target image pairs exhibit significant anatomical
appearance variations, the registration time increases dra-
matically [25].

In recent years, some deep learning-based methods [3, 4,
13, 25] have been proposed for deformable image registra-
tion. These methods utilize Convolutional Neural Networks
(CNNs) to directly estimate the displacement field for reg-
istering a pair of input images. Unlike the traditional opti-
mization methods that optimize an independent registration
function for each image pair, deep learning image registra-
tion (DLIR) methods optimize the parameters of a neural
network to minimize the loss function across a dataset [3].
The DLIR methods can be divided into two phases: training
and inference. In the training phase, the DLIR methods uti-
lize a large number of image pairs from the dataset to learn
a generalized registration network. In the inference phase,
the trained registration network is used to predict the corre-
sponding deformation field for a particular image pair. Cur-
rent DLIR methods [3, 10, 13, 40] achieve fast and accurate
registration during inference, but they show inferior perfor-
mance in handling complicated large deformation problems
and fine structure registration. One effective solution to deal
with the limited alignment capability of a single registra-
tion network is to introduce a recursive cascading strategy
[7, 26, 27, 31, 38]. The recursive cascading method uti-
lizes multiple registration networks to break down the reg-
istration task into a series of recursive subtasks, which sig-
nificantly enhances registration accuracy. Another solution
employs the feature pyramid strategy [12, 14, 17, 24] to ob-
tain multi-scale features and align feature pairs from coarse
to fine, thus capturing inter-image correlations over various
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receptive fields. Although both registration strategies can
effectively enhance registration accuracy, the potential of
the networks for registration is not fully utilized.

In this paper, we propose an Iterative Inference Residual
Pyramid Network (IIRP-Net) for unsupervised image regis-
tration which incorporates a novel iterative inference strat-
egy. The inspiration behind the iterative inference strategy
stems from an observation that once a registration network
has been trained, it operates as a stationary function during
the inference phase. Leveraging recursive iterations of this
function has the potential to enhance registration accuracy.
Specifically, we construct a streamlined pyramid registra-
tion network RP-Net, which uses a weight-sharing feature
extractor to acquire multi-scale features and deploys sev-
eral residual flow estimators to predict deformation fields
from coarse to fine. During the training phase, RP-Net
acquires a generalized registration pattern from an exten-
sive dataset of image pairs, while in the inference phase,
the trained residual flow estimators are iteratively applied
from coarse to fine to fully leverage their registration ca-
pabilities. RP-Net enhanced with iterative inference strat-
egy is referred to as IIRP-Net. In IIRP-Net, an IterStop
mechanism is introduced to adaptively determine the num-
ber of iterative inferences for each residual flow estimator
based on a specific image pair. This is similar to the op-
timizer in traditional optimization-based registration meth-
ods, which checks for stopping conditions. IIRP-Net ef-
ficiently combines the pyramid network structure and it-
erative inference strategy, providing a more conducive ap-
proach for deformable image registration.

In summary, the main contributions of this paper are as
follows:

1. We construct RP-Net, a streamlined pyramid registration
network, which enhances its flow estimators with Res-
Blocks to achieve high-accuracy registration.

2. We propose an iterative inference strategy that fully ex-
ploits the registration capability of the trained flow esti-
mators during the inference phase. By adopting the pro-
posed IterStop mechanism, IIRP-Net can dynamically
determine the optimal number of iterations for each flow
estimator, thus achieving superior alignment for specific
image pairs.

3. The iterative inference strategy incurs no additional
computational cost during the training phase with lim-
ited computational overhead during the inference phase.
Furthermore, it has the potential to be extended to other
pyramid-based registration networks.

To the best of our knowledge, IIRP-Net is the first pyra-
mid registration network to be integrated with an iterative
inference strategy. We validate and demonstrate the effec-
tiveness of our method through the registration of the 3D
abdomen CT dataset FLARE [22] and the brain MRI dataset
Mindboggle [16], where IIRP-Net achieves state-of-the-art

registration precision on both datasets.

2. Related Work

In recent years, DLIR methods gradually become the main-
stream of registration tasks due to their advantages in reg-
istration speed and accuracy. According to different net-
work structures, common DLIR methods can be categorized
into three types: U-Net-based, pyramid-based, and cascade-
based. The U-Net-based methods establish a straightfor-
ward and efficient framework for single-step registration. In
response to the challenges of registering large deformations
and fine structures, pyramid-based and cascade-based meth-
ods have been proposed. These methods employ multi-step
recursive registration to effectively address complex regis-
tration scenarios.

2.1. U-Net-based Registration Method

VoxelMorph [3, 4] proposed by Dalca et al. is the most
widely applied DLIR method, which obtains the corre-
sponding deformation field by using a network similar to
U-Net [30] to register a pair of images. Later, Dalca et
al. [10] proposed the diffeomorphic VoxelMorph which
employs the scaling and squaring method [1] to approxi-
mate the integration of the static velocity fields [2] and en-
sures the diffeomorphic properties of the deformation field.
Chen et al. [8] introduced TransMorph which exploits
the long-range dependency modeling capabilities of Swin
Transformer [19] for more accurate registration results. Jia
et al. [13] proposed LKU-Net which utilizes parallel large-
kernel convolutions to significantly reduce parameters and
capture long-range correlations. The above methods share
a common U-Net architecture and directly estimate the de-
formation field. However, using these methods to predict a
single deformation field tends to lead to local optima during
the optimization process. U-Net-based registration methods
often fail to achieve satisfactory registration accuracy, par-
ticularly when dealing with large deformations, due to the
lack of a recursive updating mechanism.

2.2. Pyramid-based Registration Method

Pyramid-based registration methods leverage multi-scale
information and use a single network to estimate and
combine deformation fields from coarse to fine. Dual-
PRNet++ [12, 14] achieves high-precision image registra-
tion by constructing feature pyramids for two images re-
spectively and registering them layer by layer. NICE-Net
[24] constructs a dual-stream encoder and introduces multi-
resolution warped moving images in the prediction of the
deformation field, integrating multi-stage registration tasks
into one network. Im2grid [18] and ModeT [34] intro-
duce matching scores based on cross-attention in the pyra-
mid registration framework. PIViT [23] introduces recur-
sive cascade Swin-Transformer-based decoders at the low-
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est scale of the pyramid structure, handling large deforma-
tions effectively. However, there is still room for improve-
ment in the precision of pyramid-based registration meth-
ods.

2.3. Cascade-based Registration Method

Considering the limited registration capabilities of a sin-
gle network, an effective improvement is to cascade mul-
tiple DLIR networks. Cascade-based registration method
uses multiple networks to iteratively register image pairs,
thereby decomposing the registration process into several
recursive sub-processes. Zhao et al. [38] proposed a Re-
cursive Cascade Network (RCN) to decompose a large de-
formation field into an affine matrix and several smaller
deformable deformation fields. LapIRN [26] effectively
solves large deformation registration by constructing an im-
age Laplacian pyramid and learning the progressive de-
formation field from coarse to fine. SDH-Net [39] com-
bines pyramid registration and cascade registration meth-
ods, achieving excellent registration effects but also incur-
ring higher computational costs. These cascade-based reg-
istration methods yield fairly accurate registration results.
However, the repetitive encoding-decoding process reduces
computational efficiency, leading to increased resource con-
sumption and extended processing time, especially during
the training phase.

The Recursive Cascaded Inference performance of common DLIR methods.

Dice score (%)
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Figure 1. Line chart depicting the Dice scores achieved by 10
common DLIR methods on the Mindboggle dataset, following up
to 20 inference iterations. %, 4, and B represent methods based
on U-Net, pyramid, and cascade, respectively.

3. Method

Pyramid-based methods construct a high-performance non-
iterative registration network, while cascade-based methods
significantly enhance the performance of the base network
at the cost of computational efficiency. Inspired by these

methods, the IIRP-Net is proposed by introducing an iter-
ative inference strategy into a pyramid-based network RP-
Net enhanced with ResBlocks for high-accuracy registra-
tion.

3.1. Rethinking of Iterative Inference in DLIR

DLIR methods learn general image registration patterns
during the training phase and use a generalized neural net-
work in the inference phase to estimate the deformation
field between specific image pairs. However, as a progres-
sive task, image registration often yields suboptimal results
by just using a generalized function for a single inference.
Therefore, we can apply the deformation field to the mov-
ing image and use the resulting warped image along with
the fixed image to predict a new deformation field through
the same generalized registration function. Repeating this
process multiple times constitutes an iterative inference pro-
cess.

Figure 1 illustrates the results of applying the aforemen-
tioned prevalent DLIR methods with iterative inference on
the Mindboggle dataset, where we perform recursive cas-
caded inference ¢ times on the entire registration network.
A single inference is conducted for ¢ = 1, and iterative
inferences are executed for t = [2---20]. Evidently, it-
erative inference enhances registration accuracy, indicat-
ing that directly applying a generalized registration func-
tion or neural network to specific image pairs does not al-
ways yield optimal performance. The foundational per-
formance of pyramid-based registration networks surpasses
that of U-Net-based networks. As the number of iterations
increases, the accuracy of U-Net-based methods continues
to improve and eventually stabilizes. In contrast, the accu-
racy of pyramid-based methods initially increases but then
gradually declines, especially in SDH-Net and Im2grid.
The primary reason for the decline in accuracy may be
that the recursive cascaded inference of the entire network
overlooks the inherent multi-scale structure of pyramid net-
works, which operates from coarse to fine. Based on these
observations, we explore how to effectively integrate itera-
tive inference within a pyramid network. Subsequently, we
introduce the construction of the pyramid network tailored
for iterative inference and the design of the iterative infer-
ence strategy specifically devised for the pyramid network.

3.2. The Network Structure of RP-Net

We first construct a streamlined 4-level pyramid network
RP-Net. To minimize potential disturbances during subse-
quent iterative inferences on RP-Net, it is designed to be
as simple as possible, comprising only a feature extractor
and four flow estimators. The overall structure of RP-Net
is illustrated in Figure 2. RP-Net employs a weight-sharing
feature extractor to construct multi-scale feature pyramids
{F}} for the fixed image I; and {F},,} for the moving im-
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Figure 2. The overview of IIRP-Net. IIRP-Net integrates the iterative inference strategy within the pyramid network RP-Net during the
inference phase. RP-Net consists of a feature extractor and four residual flow estimators fZ. Within each fg, two consecutive ResBlocks
are utilized. During the training phase, RP-Net employs each fg for a single prediction. In the inference phase, IIRP-Net iteratively infers
f from coarse to fine. The number of iterations (a, b, ¢, d) for each f; is adaptively determined by the IterStop mechanism.

age I,,, where ¢ ranges from 1 to 4. The feature extractor
consists of four 3D convolutions followed by leaky ReLU
activations (with o = 0.1). After each 3D convolution, aver-
age pooling is applied to downsample the feature maps by
half. The output channels of the 3D convolutions are 8, 16,
32, and 32, respectively. Subsequently, { 7\, } and { F}} are
processed through flow estimators in a pyramid-like man-
ner.

The performance of the flow estimators f in RP-Net
which predict the deformation fields based on feature maps
influences the effectiveness of iterative inference, where 6
represents the parameters of fj. Consequently, we inte-
grate two consecutive ResBlocks into the flow estimators
to increase their network depth. Such flow estimators are
referred to as residual flow estimators. Their structure is
shown in the purple block of Figure 2, where the channel
number ¢ is set to 32 for ¢ = 4, 3, and 2, and reduced to
16 for ¢ = 1 to decrease computational costs. Incorporat-
ing ResBlocks to deepen the network expands the receptive
field of f, enabling it to capture long-range correlations ef-
fectively. Moreover, the deep network structure allows f
to fit complex functions. This not only enhances the net-
work’s adaptability to large deformation but also strength-
ens its ability to recognize fine structures.

At the coarsest scale, the concatenated features Fji1 and
F are processed through fgl to generate the output flow
field ¢*. This process can be formulated as:

o' = f5(F}, Fp)i=4. (1)

At each subsequent scale ¢, the process initiates by up-
scaling the flow field ¢*T! to 2x resolution, producing
¢, §i+ s utilized to warp F | resulting in the warped
moving image F! . Subsequently, the concatenated features

F} and F}, are fed into the residual flow estimator to ac-

quire the residual flow field A¢?. The composition of ngSiH
and A¢® constitutes the overall flow field ¢°. The process
at subsequent scales can be formulated as:

¢;i+1 _ Up2><(¢i+1),
Fi = F' o ¢it!
A¢' = f3(F}, F,),
¢' =" o Ag,

i€[3,2,1], 2

where up2x denotes the operation of rescaling to 2 x res-
olution and o represents the composite transform. ¢' is the
final global deformation field ¢.

3.3. Iterative Inference Strategy

After finalizing the training phase of RP-Net, each resid-
ual flow estimator f; possesses the generalized capability
to predict A¢’ based on the feature maps F; and F},. We
propose a tailored iterative inference strategy for pyramid
networks to further exploit the registration capabilities of
f4. Unlike the image-level external iterative inference of
the entire network performed in Figure 1, the iterative infer-
ence strategy iteratively applies each f§ from coarse to fine,
achieving an internal iteration at the feature map level. This
design is consistent with the pyramid network’s operation
of warping feature maps and maintains the network’s coarse
to fine nature. RP-Net enhanced with the iterative inference
strategy is referred to as IIRP-Net. When aligning a spe-
cific pair of images, we need to consider how many times
each ff should be iteratively inferred. Therefore, mimick-
ing the iterative process in optimization-based registration
methods, we introduce an IterStop mechanism.
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Algorithm 1 Iterative Inference Strategy
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Figure 3. The process of applying the iterative inference strategy
to f} in the inference phase of IIRP-Net. For clarity, we illustrate
the process with 2 iterations as an example. During the 3rd itera-
tion, As < ¢ meets the stopping condition of the iteration. Then,
the iterative inference of f} is halted. ¢} serves as the output de-
formation field at scale 4, denoted as ¢".

Figure 3 illustrates how IIRP-Net incorporates the Iter-
Stop mechanism during the inference phase. At the ¢,
scale, [IRP-Net iteratively applies the residual flow estima-
tor f; for multiple inferences, where ¢:_, and ¢} respec-
tively represent the overall deformation fields after the (¢t —
1);, and ty, inferences. The IterStop mechanism is a stop-
ping criterion in the recursive iteration process of fg. Iteval-
uates the necessity of further iterations by examining the
difference in similarity between successive registration out-
puts. Standard similarity metrics sim(, ), including Mean
Squared Error and Normalized Cross-Correlation, can be
used to calculate the similarity of registration outputs. In
the process of evaluating difference, we rescale ¢i_; and

#% to 2071 x resolution to obtain (bt ; and d)t to match the
original images Iy and I,,. The iterative process is termi-

nated when the difference As between sim(1,, o 5};_1, Iy)

and sim (L, o ¢, I ) falls below a given threshold 6. Al-
gorithm 1 provides a pseudo-code for this procedure. When
iteration stops, the deformation field ¢° is rescaled to 2x
resolution to obtain ¢Z servmg as the initial flow for the
iterative inference of fe

The IterStop mechanism introduced in [IRP-Net enables
it to adaptively determine the number of iterations for each
/4 based on the registration results during the inference
phase. This process can be seen as a combination of
optimization-based registration methods and deep learning.
During the training phase, the feature extractor and resid-
ual flow estimators are trained by using a large dataset. In
the inference phase, the fixed residual flow estimators serve
as the driving force for the iterative update of the deforma-
tion field. We employ a predefined similarity metric as an
optimizer to determine when to halt the iterations, thereby
replacing the time-consuming calculations of driving forces

1: function IIS(f§, Fi, Fi, 61+, Iy, 1)

2 Gl ot > get initial flow
3: while True do

4: FZ) — an o ¢§71

5; A fg(F}, Fi) b iterative inference
6: Pt di_1 0 Ag} > flow update
7: Gﬁ 1 upgi-1x (d;_1)

8: B} < upoi- 1 (64)

9: As « sim(I, °¢talf)—5@m(f O¢t LIp)
10: if As < 6 then

11: return ¢’ < ¢!, > stop iteration
12: end if

13: t+—t+1

14: end while

15: end function

in optimization-based registration methods with fast neural
network inference. Since each iteration utilizes only one
/4, IRP-Net maintains a rapid inference speed. The itera-
tive inference strategy introduces only a limited additional
computational cost during the inference phase without any
extra cost in the training phase.

3.4. Loss Function

IIRP-Net is an unsupervised registration network. In this
section, we present the loss function for training RP-Net.
RP-Net uses NCC as the similarity measure. The image
similarity loss function £,,.. can be defined as:

»Cncc(If, I, o ¢) =
—Ipo ¢(p))

-3 > s (0i) = 15 (p)) (Im © 6(ps)

re /5, s (pi) = T (p)2 32, (I © 6(i)
_ 3)
where I¢(p) and I,, o ¢(p) represent local mean inten-
sity images, p; represents the position within w3 local win-
dow centered at p. The local mean is computed over a local
w? window and w is set to 9 in the experiment.
Considering that a non-smooth flow field ¢ can gener-
ate discontinuities, we use a diffusion regularization on the

spatial gradient of ¢ to ensure its smoothness:

Z|W¢(P)||2~ 4)

pEQ

Esmooth (¢) =

The complete loss function Lrp(Iy, I,,) of the proposed
RP-Net can be formulated as:

ﬁRP(Ifa Im) - Encc(Ifa Im © ¢) + )\‘Csmooth((yb)a
(5)
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where ) is the hyperparameters used to balance the con-
tribution of loss functions.

4. Experiment

To validate the performance of the proposed RP-Net and
IIRP-Net, we conduct experiments on two 3D medical im-
age datasets. In these experiments, we compare the pro-
posed method with widely used 3D registration methods.
These include U-Net-based methods such as VoxelMorph
[3], LKU-Net [13], and TransMorph [8]; pyramid-based
methods like ModeT [34], DualPRNet++ [14], NICE-Net
[24], PIViT [23], and Image2Grid [18]; as well as cascade-
based methods RCN [38] and SDH-Net [39]. RCN recur-
sively cascades 3 VoxelMorphs, while SDH-Net performs
6 iterations. The loss functions for all methods are con-
sistent with those used in their respective papers. We use
Dice score [11], Jacobian determinant (|Js| <o), 95% max-
imum Hausdorff distance (HD95), MSE, training time per
step (ftrain), inference time (£;,, rerr) and network parame-
ters (Params) as evaluation metrics in these experiments.

We implement the models using Pytorch backend and
the ADAM]15] optimizer with a learning rate of 10~4. The
models are trained on an NVIDIA GeForce RTX 3090 GPU
and an Intel(R) Xeon(R) Silver 4210R CPU with a batch
size of 1. The training phase is conducted for 100,000 steps.
In the experiment, the images are normalized to the range
of [0,1]. The hyperparameter A of Lrp in (5) is set to 1.

4.1. Datasets

We conduct experiments on two types of 3D medical im-
ages: abdomen CT scans and brain MRI scans. Before con-
ducting the experiments, we perform preprocessing on these
medical images. We crop out the unlabeled areas in the
abdomen CT scans and the background areas in the brain
MRI scans. The 3D volume for each abdomen scan is 128
x 128 x 96, with an isotropic voxel size of 2.5 mm. The
3D volume for each brain scan is 160 x 192 x 160, with an
isotropic voxel size of 1 mm.

For abdomen CT scans, we use the dataset from the
MICCALI 2021 FLARE [22] (Fast and Low GPU memory
Abdominal oRgan sEgmentation) Challenge for training,
validation, and testing. The FLARE dataset consists of 361
scans, from which we select 301 for training, 20 for vali-
dation, and 40 for testing. The scans in the FLARE dataset
include four different organ labels: liver, kidney, spleen, and
pancreas. The main challenge in abdomen CT registration
tasks stems from the substantial spatial distribution differ-
ences in organs between different scans, which results in
difficulties in handling large deformations during the regis-
tration process.

In the task of brain image registration, we choose the
Mindboggle-101 [16] dataset for training, testing, and val-
idation. Specifically, we select the NKI-RS-22 and NKI-

TRT-20 datasets from Mindboggle-101 as the training set,
OASIS-TRT-20 as the validation set, and the MMRR-21
subset as the testing set. All images are pre-aligned to the
MNI152 template space. Compared to abdomen scans, the
challenge in brain image registration lies in aligning dense,
fine structures.

4.2. Comparison with Baseline Methods

To validate the performance of the proposed registration
network, we quantitatively compare the proposed RP-Net
and IIRP-Net with ten popular DLIR methods, as shown in
Table 1.

We first analyze the Dice score and the number of vox-
els with non-positive Jacobian determinants. Compared
to U-Net-based methods such as VoxelMorph and Trans-
Morph, IIRP-Net outperforms them on the FLARE dataset
with Dice score improvements of 32.5% and 22.7%, respec-
tively. On the Mindboggle dataset, [IRP-Net’s Dice scores
are higher than VoxelMorph and TransMorph by 10.8%
and 4.6%, respectively. Compared to the optimal pyramid-
based method Image2Grid, RP-Net, which also employs
a pyramid structure, achieves Dice score improvements of
0.8% and 2.7% on the FLARE and Mindboggle datasets,
respectively. Furthermore, with the introduction of the iter-
ative inference strategy, the improvement increases to 5.4%
and 3.8%. RP-Net surpasses other comparison methods on
the Mindboggle dataset and is only slightly behind SDH-
Net on the FLARE dataset, demonstrating the effectiveness
of the residual flow estimator. IIRP-Net outperforms the
state-of-the-art results by 1.1% and 2.2% on each dataset,
respectively. Additionally, the iterative inference strategy
enhances the diffeomorphic properties of registration. On
the Mindboggle dataset, the number of folding points in
IIRP-Net is reduced to 20% of those in RP-Net. RP-Net also
performs well on the other two similarity metrics, HD95
and MSE. Building upon this, [IRP-Net achieves further en-
hancements in these aspects.

Another advantage of RP-Net is its computational ef-
ficiency. Compared with NICE-Net and PIViT based on
pyramid structures, RP-Net has similar time costs for train-
ing and inference, yet it stands out with the least parameters
while delivering the highest accuracy. IIRP-Net does not in-
crease training time or parameters, only incurring a limited
additional inference time. Compared to the state-of-the-art
recursive cascaded pyramid network method SDH-Net, the
time advantage of IIRP-Net is particularly evident. On the
two datasets, the training time of IIRP-Net is only 31.9%
and 31.3% of that of SDH-Net, respectively, while the in-
ference time is just 19.4% and 14.6% of SDH-Net’s.

Figure 4 illustrates the registration results of RP-Net and
IIRP-Net compared to other methods on the Mindboggle
dataset. The differences in registration primarily focus on
the detailed structural areas of the brain images, with red
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Table 1. Comparison among different registration methods on the FLARE and Mindboggle datasets.

Method FLARE Mindboggle Params
Dice(%) 1 |Jsl<o+ HD9Smm)| MSE(0) | tiraind tiner ) | Dice® 1 [J<od HD9Smm) L MSE0™®) ] tiain b tinger b
VoxelMorph [3] | 4084142 <4.5% 38271 15214 0205 0025 | 550437  <0.7% 5.802 4441 0.60s  0.09s | 3194K
LKUNet[13] | 4274143  <4.4% 37.089 13.995 0285 0025 | 539330  <12% 5.565 3.015 081s  0.08s | 2038.7K
TransMorph [8] | 50.6+15.1  <3.2% 34.121 12.804 0445 0.09s | 612431  <1.0% 5.457 3141 1485 0.15s | 45650.3K
ModeT [34] | 60.5£11.7 <0.02% 26841 12.429 178 0325 | ST.A£21  <0.0004% 5.286 5197 541s  1.08s | 1005.6K
DualPRNet++ [14] | 58.8+13.8  <2.6% 30929 10.048 0.66s  0.13s | 61530  <0.5% 5.449 2763 2055 0465 | 1208.0K
NICE-Net [24] | 64.1413.1  <2.9% 26270 5347 0235 003s | 614+15  <0.9% 5177 2430 067s  0.10s | 1068.2K
PIViT [23] 673+12.8  <0.4% 24.045 8.989 0235 0025 | 618+12  <0.1% 4.938 3.168 0625 0.06s | 649.3K
Image2Grid [18] | 67.9+10.8  <0.2% 24.179 9.060 037 0lls | 62014  <0.03% 5.031 3374 1055 0.66s | 865.2K
RCN [38] 64.9+132  <22% 25.984 5262 0325 0065 | 634+14  <0.8% 5.096 2128 1025 0.19s | 958.1K
SDH-Net [39] | 7224128  <0.5% 22.857 6.784 0695  03ls | 636+17  <0.2% 5.048 2421 201s 0825 | 17862.0K
RP-Net 687128 <1.9% 24018 5124 0225 0025 | 64712 <04% 4.889 1.910 063s 0055 | 410.1K
TIRP-Net 73315 <1.5% 23.072 3.591 0225 0065 | 658+12  <0.08% 4.840 1.436 063s 025 | 410.IK
Moving VoxelMorph LKU-Net TransMorph ModeT DualPRNet++  NICE-Net

PIViT Image2Grid

SDH-Net

RP-Net IIRP-Net

Figure 4. Example slices from the fixed images, moving images, and warped images by VoxelMorph, LKU-Net, TransMorph, ModeT,
DualPRNet++, NICE-Net, PIViT, Image2Grid, RCN, SDH-Net, RP-Net and IIRP-Net on Mindboggle datasets. Red and yellow boxes

highlight regions where IIRP-Net evidently outperforms other methods.

and yellow boxes highlighting two regions where the dif-
ferences are particularly noticeable. In these areas, IIRP-
Net achieves results that are nearly identical to the fixed im-
age, demonstrating its superior performance in aligning fine
structures.

4.3. Ablation Study on Residual Flow Estimator

Table 2. The effects of applying different numbers of ResBlocks in
the residual flow estimators of RP-Net and IIRP-Net. The values in
parentheses indicate the degree of improvement in the Dice score
of IIRP-Net compared to RP-Net.

FLARE Mindboggle
RP Dice (%) | IIRP Dice (%) | tirain | RP Dice (%) | IIRP Dice (%) | tirain
Resx0 65.72 70.01 (+4.29) | 0.20s 63.24 64.75 (+1.51) | 0.58s
Resx1 67.58 71.61 (+4.03) | 0.21s 64.05 65.33 (+1.28) | 0.61s
Resx2 68.68 73.34 (+4.66) | 0.22s 64.67 65.84 (+1.17) | 0.63s
Resx3 69.14 73.98 (+4.84) | 0.25s 64.89 66.14 (+1.25) | 0.79s
Resx4 69.04 73.45 (+4.41) | 0.27s 64.97 66.38 (+1.41) | 0.88s

As the main improvement in RP-Net is the residual flow

estimator, we analyze how the introduction of continuous
ResBlocks impacts the performance of both RP-Net and
IIRP-Net. Table 2 displays the registration results of RP-
Net using residual flow estimators with different numbers
of ResBlocks on the FLARE and Mindboggle datasets.
Resxn indicates the use of n ResBlocks, and we provide
the Dice scores for RP-Net and IIRP-Net under the cor-
responding settings, along with their training times. Ac-
cording to the results in Table 2, introducing ResBlocks im-
proves registration accuracy, with the best performance on
FLARE achieved at n = 3 and on Mindboggle at n = 4.
The accuracy results of [IRP-Net demonstrate that the itera-
tive inference strategy enhances registration across various
network structures. An RP-Net with higher registration ac-
curacy also achieves better results when the iterative infer-
ence strategy is introduced. However, increasing the num-
ber of ResBlocks also leads to higher computational costs.
To balance accuracy with computational expense, we set n
to 2 in the implementation of IIRP-Net.
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4.4. Ablation Study on Iterative Inference

As the core mechanism of IIRP-Net, the iterative inference
strategy plays an important role in enhancing registration.
In this section, we analyze the effects of iterative inference
from two perspectives: without and with the IterStop mech-
anism.

Iterative Inference on FLARE. Iterative Inference on Mindboggle.

S @0 D\

%)

2

Dice score (
Dice score (%)

2

IIRP-Net-(t,1,1,1) IIRP-Net-(t,1,1,1)

TIRP-Net-(1,t.1,1) TIRP-Net-(1,t,1,1)
w{ —*— IRP-Net-(LLt,1) 3s{ —e— IIRP-Net-(1,1,t,1)
—e— IIRP-Net-(1,1,1,t) —e— I[IRP-Net-(1,1,1,t)

1| —e— IRP-Net(tttt) —e— IIRP-Net-(t,t,t,t)

—e— RP-Netxt 01 —e— RP-Netxt

1

> 3 s+ s 6 71 8 9 3 4 s 6 71 8 9
Number of Iterative Inference t Number of Iterative Inference t

Figure 5. The line chart depicts the Dice scores achieved by RP-
Net and IIRP-Net with different iteration ways on the FLARE
and Mindboggle datasets, with inference iterations going up to 10
times.

Iterative inference without IterStop. Without the IterStop
mechanism, it is impossible to determine the exact number
of iterations needed for each fg. Hence, we adopt five dif-
ferent ways: iterating a particular f§ ¢ times and iterating all
/4 t times, where ¢ is a predetermined fixed number of iter-
ations. These methods are denoted as IIRP-Net-(a, b, ¢, d),
where a, b, c,d represent the iteration counts for each fg
from coarse to fine. Additionally, we compare the prac-
tice of externally cascading RP-Net for ¢ iterations, denoted
as RP-Netxt, which is the same as the recursive cascaded
inference conducted in Figure 1. The experimental results
on the FLARE and Mindboggle datasets are presented in
Figure 5, with the iteration limit set to 10 times in the ex-
periments.

Comparing the peak values of the line graphs for
IIRP-Net-(t,t,t,t) and RP-Netxt, it’s clear that IIRP-Net-
(t,t,t,t) achieves higher registration accuracy. When ¢ in-
creases from 1 to 2 or 3, iterative methods demonstrate an
improvement in accuracy, with [IRP-Net-(¢, ¢, ¢, t) showing
the greatest enhancement. However, as ¢ further increases,
the registration accuracy of IIRP-Net-(¢, ¢, ¢, t) rapidly de-
clines. This is primarily due to the iterative inference strat-
egy continuously warping the feature maps. Without suffi-
cient supervisory information, excessive iterations can lead
to misalignment, especially at coarser scales. Therefore, in-
troducing a conditional mechanism to terminate the itera-
tion is important.

Iterative inference with IterStop. After introducing the
IterStop mechanism, IIRP-Net can adaptively determine the

Table 3. The impact of selecting different thresholds (§) in the Iter-
Stop mechanism on the iterative inference strategy. The numbers
in parentheses indicate the differences compared to RP-Net.

FLARE Mindboggle
Method >
Dice (%) (a,b,c,d) Dice (%) (a,b,c,d)
RP-Net 68.68 (-) (1.0, 1.0, 1.0, 1.0) 64.67 (-) (1.0, 1.0, 1.0, 1.0)

5=0.01 | 73.05 (+4.37) | (1.2,2.9,2.5,2.0) | 65.61 (+0.94) | (1.1,3.0,2.0, 1.4)
5=0.005 | 73.34 (+4.66) | (1.3,3.4,3.0,2.6) | 65.84 (+1.17)) | (1.2,3.5,2.0,2.0)
5=0.001 | 73.47 (+4.79) | (1.4,42,4.0,4.6) | 6574 (+1.07) | (2.1,5.7,3.0,3.0)
5=0.0005 | 73.44 (+4.76) | (1.4,4.4,4.4,5.7) | 65.58 (+0.91) | (2.3,6.3,4.0,3.2)

IIRP-Net

iteration counts a, b, ¢, d for each f§ to specific image pair.
IIRP-Net employs NCC as the similarity metric for the Iter-
Stop mechanism. Table 3 shows the Dice scores of IIRP-
Net on the FLARE and Mindboggle datasets when using
different thresholds . Since each image pair in the dataset
undergoes a different number of iterations, (a, b, ¢, d) repre-
sents the average number of iterations for each f;. Based on
the results in Table 3, we select § = 0.005 as the threshold
for IIRP-Net. As an auxiliary automatic decision-making
tool, the IterStop mechanism enables IIRP-Net to achieve
robust iterative inference results, avoiding the rapid decline
in accuracy shown in Figure 5.

5. Conclusion

We present an Iterative Inference Residual Pyramid Net-
work (IIRP-Net) for deformable image registration. Build-
ing upon the high-performance RP-Net, [IRP-Net enhances
registration through iterative inference. The iterative in-
ference strategy equipped with the IterStop mechanism in
IIRP-Net further exploits the registration capabilities of
the residual flow estimators with limited additional infer-
ence consumption. Experimental results demonstrate that
IIRP-Net combines the advantages of multi-scale process-
ing and iterative inference, achieving state-of-the-art regis-
tration accuracy on both FLARE and Mindboggle datasets
while maintaining computational efficiency. The RP-Net,
designed with simplicity as its foundation, facilitates the ex-
tension of the iterative inference strategy to various other
pyramid-based registration networks.

Limitations. The IterStop mechanism in the iterative in-
ference strategy, which uses intensity differences (such as
NCC) to determine the need for further iteration, still has
room for improvement. This is because intensity informa-
tion may not always correspond completely with anatomi-
cal structures, potentially limiting the accuracy of IterStop’s
decisions.
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