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Abstract

Recent advances in generative Al have significantly en-
hanced image and video editing, particularly in the context
of text prompt control. State-of-the-art approaches predom-
inantly rely on diffusion models to accomplish these tasks.
However, the computational demands of diffusion-based
methods are substantial, often necessitating large-scale
paired datasets for training, and therefore challenging the
deployment in real applications. To address these issues,
this paper breaks down the text-based video editing task
into two stages. First, we leverage an pre-trained text-to-
image diffusion model to simultaneously edit few keyframes
in an zero-shot way. Second, we introduce an efficient
model called MaskINT, which is built on non-autoregressive
masked generative transformers and specializes in frame in-
terpolation between the edited keyframes, using the struc-
tural guidance from intermediate frames. Experimental re-
sults suggest that our MaskINT achieves comparable per-
formance with diffusion-based methodologies, while signif-
icantly improve the inference time. This research offers a
practical solution for text-based video editing and show-
cases the potential of non-autoregressive masked generative
transformers in this domain.

1. Introduction

Text-based video editing, which aims to modify a video’s
content or style in accordance with a provided text descrip-
tion while preserving the motion and semantic layout, plays
an important role in a wide range of applications, including
advertisement, live streaming, and the movie industry, etc.
This challenging task requires that edited video frames not
only match the given text prompt but also ensure the con-
sistency across all video frames.

Recently, numerous studies have showcased the impres-
sive capabilities of diffusion models [22] in image genera-
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tion and editing with text prompts [6, 13,39, 44,45,51,61].
When extending these foundation text-to-image (T2I) mod-
els to video generation and editing, a challenge is to main-
tain the temporal consistency. Existing solutions can be
mainly divided into two ways: One is to finetune T2I mod-
els with additional temporal modules on paired text-video
datasets [5, 9, 17, 23, 32]. However, the lack of extensive
paired text-video datasets hinders these works from attain-
ing the same level of performance as seen in image editing.
The other involves leveraging a T2I models in a zero-shot
manner [8, 19, 29, 41, 62]. These works find that extend-
ing the spatial self-attention across frames can produce con-
sistent content across frames [56]. However, extended at-
tention can lead to inconsistent editing of details due to its
implicit temporal constraints. Moreover, while these tech-
niques can generate high-fidelity videos, using cumbersome
diffusion models to generate all frames is time-consuming.
The integration of the extended spatial-temporal attention
further exacerbates the running time, making them less
practical for real-world applications. This raises the ques-
tion: Is it necessary to utilize tedious diffusion models to
generate all video frames?

In this paper, we propose MaskINT, an efficient prompt-
based video editing framework designed to generate high-
quality videos swiftly (Fig. 1). MaskINT disentangles the
task into two separate stages. In the first stage, we utilize
pre-trained T2I models with extended attention to jointly
edit only two keyframes (i.e., the initial and last frames)
from the video clip, guided by the provided text prompt.
In the second stage, we introduce a novel structure-aware
frame interpolation module based on non-autoregressive
generative Transformers [10, 11, 60], which generates all
intermediate frames in parallel with structural cues and it-
eratively refine predictions in a few steps. Our framework
offers several advantages: First, through the disentangle-
ment of frame editing and interpolation, MaskINT elim-
inates the requirement for paired text-video datasets dur-
ing training, thereby enabling us to train the MaskINT us-
ing large-scale video-only datasets. Second, the usage of

7403


https://maskint.github.io/

(]

Input

f ‘v v
""corgi gnaws bone on the snow"

"a wolf"

it

Ed

| \ \
[ — [ — [ ——g [ —

Figure 1. Examples of video editing with MaskINT.

non-autoregressive generation significantly accelerates the

processing time. Experimental results indicate that Mask-

INT achieves comparable performance with pure diffusion

methods in terms of temporal consistency and alignment

with text prompts, while provides 5-7 times faster inference
time. Our work not only provides a practical solution for
text-based video editing in terms of the trade-off between
quality and efficiency, but also highlights the potential of
masked generative transformers in this domain.

Our major contributions are summarized as follows:

* We introduce MaskINT, a two-stage pipeline for text-
based video editing, which involves keyframes joint edit-
ing and structure-aware frame interpolation, eliminating
the need for paired text-video datasets.

* The proposed structure-aware frame interpolation is the
pioneer work that explicitly introduces structure control
into non-autoregressive generative transformers.

» Experimental results demonstrate that MaskINT achieves
comparable performance with diffusion methods, while
significantly reducing the inference time.

2. Related Work

Generative Transformers. Following GPT [7], previous
works [16, 18, 24, 31, 59] first tokenize images/videos into
discrete tokens, and train Autoregressive Generative Trans-
formers to perform image/video generation, where tokens
are generated sequentially based on previous outputs. How-
ever, these methods become exceedingly time-consuming
when the length of the token sequence increases.

Recently, Non-autoregressive Generative Transformers
have emerged as efficient solutions [10, 11, 20, 54, 60].
These works train bidirectional transformers [14] with
masked token modeling (MTM). During inference, all dis-
crete tokens are generated in parallel and refined iteratively
in a few steps, known as non-autoregressive decoding.
Specifically, in image generation, MaskGiT [10] first shows
the capability and efficiency of non-autoregressive trans-
formers. It can be seamlessly extended to tasks like inpaint-

ing and outpainting by applying various initial mask con-
straints. Muse [11] achieves state-of-the-art performance
in text-to-image generation by training on large-scale text-
image datasets and brings significantly efficiency improve-
ment. StyleDrop [48] further finetunes Muse with human
feedback to perform text-to-image generation guided with a
reference style image. MaskSketch [3] introduces implicit
structural guidance into MaskGiT by calculating the simi-
larity of attention maps in the sampling step. In video gen-
eration, MaskViT [20] employ 2D tokenizer and trains a
bidirectional window transformer to perform frame predic-
tion. Phenaki [54] trains a masked transformer to gener-
ate short video clips condition on text prompt and extends
it to arbitrary long video with different prompts in an au-
toregressive way. MAGVIT [60] utilizes 3D tokenizer to
quantize videos and trains a single model to perform mul-
tiple video generation tasks such as inpainting, outpainting,
frame interpolation, etc. However, to the best of our knowl-
edge, there is currently no existing literature in the field of
text-based video editing utilizing masked generative trans-
formers. Besides, there is a notable absence of research that
delves into explicit structural control within this area.

Diffusion Models in Image Editing.  Built upon the la-
tent diffusion models (LDM) [44], numerous studies have
achieved significant success in text-based image editing
[12,21,28, 35,36, 38,51, 61, 63]. For example, ControlNet
[61], T2I-Adapter [36], and Composer [25] finetune LDM
with spatial condition such as depth maps and edge maps,
enabling text-to-image synthesis with the same structure as
the input image. The PNP [51] incorporates DDIM inver-
sion features [49] from the input image into the T2I gen-
eration process, enabling zero-shot image editing with pre-
trained T2I models. InstructPix2Pix [6] trains a conditional
diffusion model for text-guided image editing using syn-
thetic paired examples, which avoid the tedious inversion.
Nevertheless, applying these T2I models on each frame in-
dependently usually leads to inconsistencies and flickering.

7404



Diffusion Models in Video Editing. Diffusion mod-
els also dominate the field of video generation and video
editing [9, 23, 47, 56]. Due to the lack of billion-scale
paired video datasets, these works usually finetune exist-
ing T2I foundation models [44] with additional tempo-
ral modules on paired text-video datasets [17] or overfit a
single video [56]. Meanwhile, several works explore us-
ing T2I models in a zero-shot manner for video editing
[8, 29, 41, 55, 56, 58, 62]. To enable a cohesive appear-
ance, a common approach in these studies involves extend-
ing the spatial self-attention module to spatial-temporal at-
tention module and conducting cross-frame attention. In
detail, Text2Video-Zero [29] performs cross-frame atten-
tion of each frame on the first frame to preserve appear-
ance consistency. ControlVideo [62] extends ControlNet
[61] with fully cross-frame attention to joint edit all frames
and further improves the performance with interleaved-
frame smoother. TokenFlow [19] enhance PNP [51] with
extended-attention to jointly edit a few keyframes at each
denoising step and propagate the edit frames to the en-
tire video. However, conducting hundreds of denoising
steps with extended attention across all frames is time-
consuming. In contrast, we only utilize diffusion models
to edit a few keyframes, rather than all frames.

Video Frame Interpolation (VFI). VFI aims to generate
intermediate images between a pair of frames, which can be
applied to creating slow-motion videos and enhancing re-
fresh rate. Advanced methods typically estimate dense mo-
tions between frames, like optical flow, and subsequently
warping the provided frames to generate intermediate ones
[26, 27,34, 37, 43, 46]. However, these regression methods
are most effective with simple or monotonous motion. In
our work, we design a generative model to perform frame
interpolation with additional structural signals, enabling in-
terpolation with large motion.

3. Preliminaries

3.1. Masked Generative Transformers

Masked generative transformers [10] follow a two-stage
pipeline. In the first stage, an image is quantized into a
sequence of discrete tokens via a Vector-Quantized (VQ)
auto-encoder [16]. In detail, given an image I € R *Wx3,
an encoder £ encodes it into a series of latent vectors, which
are then discretized via nearest neighbor lookup in a code-
book of quantized embeddings with size M. Thus, an im-
age can be represented with a sequence of codebook’s in-
dices Z = [z]M", 2 € {1,2,..., M}, where h and w is
the resolution of latent features. A decoder D can recon-
struct the indices back to image D(Z) =~ I. In the sec-
ond stage, a bidirectional transformer model [53] is learned
with Masked Token Modeling (MTM). Specifically, during
training, a random mask ratio » € (0,1) is selected and

[v(r) - h x w]| tokens in Z are replaced with a special
[MASK] token, where y(r) is a mask scheduling function
[10]. We denote the corrupted sequence with masked to-
kens as Z and conditions such as class labels or text prompt
as c. Given the training dataset I, a BERT [14] parame-
terized by @ is learned to minimize the cross-entropy loss
between the predicted and the ground truth token at each
masked position:

£ 1 = 71 iz, . 1
MTM ZIE Z og pa (2|4, c) (D

Z;=[MASK]

During inference, non-autoregressive decoding is applied
to generate images. Specifically, all tokens of an image
or video are initialized as [MASK] tokens. At step k, all
tokens are predicted in parallel while only tokens with the
highest prediction scores are kept. The remaining tokens
with least prediction scores are masked out and regenerated
in the next iteration. The mask ratio is determined by ()
at step k, where K is the total number of iteration steps.

3.2. ControlNet

Latent Diffusion Models Denoising Diffusion Proba-
bilistic Models [22] generate images through a progressive
noise removal process applied to an initial Gaussian noisy
image, carried out over a span of 7' time steps. To enable
efficient high-resolution image generation, LDM [44] oper-
ates the diffusion process in the latent space of an autoen-
coder. In detail, an encoder &’ first compresses an image I
to a low-resolution latent code z = £'(I) € R?*%*¢, Sec-
ond, a U-Net ¢y with attention modules [53] is trained to
remove the noise with loss

Lrom =By eononi~lle —eo(ze, t, 73 ()

, where 7 is the text prompt and x; is the noisy latent sample
at timestep t.

ControlNet Since accurately describing the layout of
generated images using only text prompts is challenging,
ControlNet [61] extends LDM by incorporating spatial lay-
out conditions such as edge maps, depth maps, and human
poses. In detail, ControlNet train the same U-Net architec-
ture as LDM and finetune it with additional conditions. We
denote it as € (x¢, t, T, s), where s is the spatial layout.

4. Methodology

4.1. Overview

Fig. 2 shows an overview of our MaskINT. MaskINT dis-
entangle the video editing task into keyframe editing stage
and structure-aware frame interpolation stage. Specifically,

given a video clip with N frames {I*}Y ,, in the first stage,
with the input text prompt 7, we simultaneously edit two
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Figure 2. Overview of MaskINT. MaskINT disentangle the video editing task into two separate stages, i.e., keyframes joint editing and

structure-aware frame interpolation.

keyframes, i.e., the initial frame I' and last frame I?V, us-
ing existing image-editing model g(-) in a zero-shot way.
This process results in the creation of high-quality coher-
ent edited frames *I', *I = g(I',IN,7). In the sec-
ond stage, MaskINT performs structure-aware frame in-
terpolation via non-autoregressive transformers. The en-
tire edited video frames are generated by {*I’ N,o=
fo((T' <IN {STIN ), where S' € [0,1]7*W*1 is the
structural condition (i.e., the HED edge map [57]). The
structure-aware interpolation module is trained with masked
token modeling (MTM) on video only datasets, condition-
ing on the structural signal {S?}}¥, as well as the initial
frame I' and last frame I"V.

4.2. Keyframes Joint Editing

To maintain the structure layout, we take ControlNet to edit
I' and IV based on text prompt 7 as well as their edge maps
S! and S¥. However, even with the identical noise, ap-
plying ControlNet to each keyframes individually cannot
guarantee the appearance consistency. To address this is-
sue, following previous work [19, 56, 62], we extend the
self-attention to simultaneously process two keyframes. In
detail, the self-attention module projects the noisy feature
map ] of j*" frame at time step ¢ into query Q7, key K7,
value V7 in the original U-Net. We extend the self-attention
block to perform attention across all selected keyframes by

concatenating their keys and values:
Q 7 [Kl , KN ]T
Ve
Since each frame queries all frames and aggregates infor-
mation from all of them, the appearance consistency can be
achieved. Although only two frames were used in Eq. (3),
this joint editing can be seamlessly extended to any number

of frames, but at the cost of increased processing time and
significant GPU memory demand.

Softmax( Vi vV 3)

4.3. Structure-Aware Frame Interpolation

Structural-aware embeddings. Non-autoregressive
masked generative transformers [20, 60] can effectively per-
form frame prediction and interpolation tasks. However,
these works lack explicit control of structure, making it dif-
ficult to follow the motion of input videos. Thus, we ex-
plicitly introduce structural condition of each frame into
the generation process. In detail, we tokenize both RGB
frames {I'})¥ | and structure maps {S?} Y, with an off-the-
shelf 2D VQ tokenizer [16]. We utilize 2D VQ rather than
3D VQ [60] to accommodate diverse numbers of frames
and frame rate. We denote tokens from RGB frames as
°Z = {°z f\’;{h *™ (color token) and tokens from edge
maps as 5Z = {%z; f\ixlhxw (structure token), where °z;,
°z; € {1,2,..., M} and M is the codebook size. Subse-
quently, two distinct embedding layers ¢ (-) and e”(-) are
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learned to map tokens °Z and °Z into their respective em-
bedding spaces. Learnable 2D spatial positional encoding
PS and temporal positional encoding PT are also added
[4]. Thus, the input to the following transformer layers can

be formulated by X = e°(°Z) + ¢*(°Z) + PS + PT ¢
RN xhxwxc

Transformer with Window-Restricted Attention. Pre-
vious masked generative transformers [10, 60] employ the
standard transformer with global attention [53]. Given that
there is no substantial motion between consecutive frames,
we adopt self-attention within a restricted window [20] to
further mitigate computational overhead In detail, our ap-
proach involves two distinct stages of attention. First, we
conduct spatial window attention, where attention is calcu-
lated within each frame of dimensions 1 x h x w. We then
conduct spatial-temporal window attention, where attention
is calculated within a tube of dimensions N X h,, X Wy,
where h,, and w,, is the window size. Besides, to further
reduce computation of transformer, we also add a shallow
convolution layers to downsample X before the transformer
encoder layers and an upsample layer at the end.

Training. We train MaskINT using video-only datasets.
Denote the color token of i RGB frame as °Z' =
{¢2"} During the training time, we keep color tokens
of the initial frame €Z' and last frame <Z" , and randomly
replace [y(r) - (N — 2) - N] color tokens of intermediate
frames with the [MASK] tokens. We denote this corrupted
video color tokens as ¢Z = {CZl,C_ZQ, ...,C_ZN_l,CZN}.
The structure-aware window-restricted transformer with pa-
rameters O is trained by

Lyrm = E | Z

. —log pe (°2|°Z,5Z)).
{-zezyen . ‘o

“4)

Inference. During inference, MaskINT can seamlessly
generalize to perform frame interpolation between the
jointly edited frames, although it is only trained with reg-
ular videos. Specifically, we tokenize the the initial and last
edited frames *I' and *I" from Stage 1 into color tokens
7' and Z", and initialize color tokens of all intermediate
frames {C_Z2, ey C_ZN_l} with [MASK] tokens. We follow
the iterative decoding in MaskGiT [10] with a total number
of K steps. At step k, we predict all color tokens in parallel
and keep tokens with the highest confidence score.

5. Experiments

5.1. Settings

Implementation Details. = We train our model with 100k
videos from ShutterStock [1]. During training, we random
select a video clip with 7" = 16 frames and frame interval of

1,2, 4 from each video. All frames are resized to 384 x 672.
We utilize Retina-VQ [15] with 8 downsample ratio, i.e.,
each frame has 48 x 84 tokens. We employ Transformer-
Base as our MaskINT and optimized it from scratch with
the AdamW optimizer [33] for a duration of 100 epochs.
The initial learning rate is set to le — 4 and decayed with
cosine schedule. We set the number of decoding step K to
32 and the temperature ¢ to 4.5 in inference.

Evaluation. We evaluate our method on 40 selected
object-centric videos [56] from the DAVIS dataset [40], as
well as 30 unseen videos from the ShutterStock [1], cover-
ing animals, vehicles, etc. For each video, we manually
design 5 edited prompts, including object editing, back-
ground changes and style transfers. Following previous
works [8, 19, 41, 62], we evaluate the quality of the gen-
erated videos with the following metrics: 1) Prompt consis-
tency, which calculates the CLIP [42] embedding similar-
ity between text prompt and all video frames. 2) Temporal
consistency, which calculates the CLIP embedding similar-
ity of all pairs of consecutive frames. 3) Warpping-error
[30], which computes the optical flow between consecutive
frames using RAFT [50], and warps the edited frames to the
next according it. 4) Long-term temporal consistency. In-
spired by the global coherence metric in [52], we also cal-
culate the warp error between all possible pairs of frames
as the long-term consistency. As for efficiency, we report
the running time for generating a 16-frame video clip on a
single NVIDIA A6000 GPU.

5.2. Results

We apply ControlNet to each frame individually with the
same noise as the baseline. We select methods that built
upon T2I diffusion models for comparison, including Tune-
A-Video [56], TokenFlow [19], Text-to-video zero [29], and
ControlVideo [62]. Besides, we compare with VFI methods
such as FILM [43] using the same edited keyframes.

DAVIS ShutterStock
Method PCt TCt WE.| LC.{ PCt TCt WE| LC.| Time
/%1073 /x1073 /%1073 /x1073
ControlNet per frame [61] | 0.314 0.914 36.6 58.6 0304  0.942 259 45.1 50s
Tune-a-Video [56] 0.299  0.966 20.4 482 0292 0979 134 349 20min
Text2Video-zero [29] 0312 0.964 20.7 4.5 0.304  0.981 16.0 33.0 60s
ControlVideo-edge [62] 0.314 0975 6.9 239 0.303  0.986 74 20.5 120s
TokenFlow [19] 0.317 0.977 7.0 19.6 0.313  0.987 54 15.8 150s
MaskINT (ours) 0311 0.952 9.5 277 0.304 0971 8.6 223 22s

Table 1. Quantitative comparisons. “T.C.” stands for “temporal con-
sistency”, “P.C.” stands for “prompt consistency”, “W.E” stands for
“warpping-error”, and “L.C.” stands for “long-term temporal consistency”.

Quantitative Comparisons.  Tab. | summarize the per-
formance of these methods on both DAVIS and Shutter-
Stock datasets. Notably, our method achieves comparable
performance with diffusion methods, in terms of all four
evaluation metrics, while brings a significant acceleration in
processing speed. In detail, the test-time finetuning of TAV
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Figure 3. Examples of video editing with MaskINT. Frames with red bounding box are jointly edited keyeframes.

[56] is extremely time-consuming, making it a less practi-
cal solution. MaskINT is almost 5.5 times faster than Con-
trolVideo [62], whose fully cross-frame attention is compu-
tationally extensive. Moreover, MaskINT is nearly 7 times
faster than TokenFlow [19], whose DDIM inversion is time-
consuming. The efficiency of our method is derived from a
combination of a lightweight network and a reduced num-
ber of decoding steps with masked generative transformers.

Qualitative Comparisons. Fig. | and Fig. 3 show edited
video samples using MaskINT. Our method is able to gen-
erate temporally consistent videos in accordance with text
prompts, enabling diverse applications including styliza-
tion, background and foreground editing, and beyond. It is
also effective in videos with complex motion, such as jump-
ing and running, as well as scenarios with multiple subjects.
Besides, although the structure-aware interpolation module
is trained with realistic videos only, it still generalizes to
diverse synthesized images. For example, we can success-
fully generate a video in the style of Van Gogh even in the
absence of videos for this particular style in the training set.

Fig. 4 provides a comparison of MaskINT to other meth-
ods. Remarkably, diffusion-based methods with extended
attention [19, 29, 56, 62] can maintain the overall ap-
pearance consistency, but sometimes result in inconsistent
details. For example, TokenFlow [19] and Text2Video-
Zero[29] exhibit noticeable artifacts in the leg region of the
human subjects and ControlVideo [62] produces inconsis-
tent hats. The potential explanation lies in the fact that these
methods offer control over temporal consistency implicitly.
Besides, FILM [43] generates videos that cannot follow the
original motions. Our MaskINT consistently interpolates
the intermediate frames based on the structure condition and
even maintain better consistency in local regions.

Extension on Long Video Editing.  Given that the non-
autoregressive pipeline generates all frames simultaneously,
it’s challenging to edit an entire long video at once due to
GPU memory limitation. Nevertheless, our framework can
be extended to handle long videos by dividing them into
short clips and progressively performing frame interpola-
tion within each segment. For instance, given a video with
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60 frames, we select the 1%, 16™, 315, 46™, and 60™ frames
as keyframes. We jointly edit these selected 5 frames to-
gether and then perform structure-aware frame interpolation
within each pair of consecutive keyframes. As shown in
Fig. 5, with this design, our method can still generate con-
sistent long videos. Moreover, in this proposed extension,
the generation of later frames is dissociated from that of
early frames, which differs from the autoregressive genera-
tion pipeline in Phenaki [54]. Consequently, even if some
early frames encounter difficulties, the generation of later
frames can still proceed successfully.

5.3. Ablation Studies

Video Frame Interpolations. In this ablation study, we
evaluate the performance of the structure-aware interpo-
lation module. In detail, we perform frame interpolation
using original keyframes, and compare the interpolated
frames with the original intermediate video frames. We
use same testing samples from DAVIS and Shutterstock
datasets, employing peak signal-to-noise ratio (PSNR),
learned perceptual image patch similarity (LPIPS), and
structured similarity (SSIM) as the evaluation metrics. We

Figure 5. Examples of long video generation. The number indi-
cates the index of frame. More examples are in Supplementary.

benchmark our method against two state-of-the-art VFI
methods, namely FILM [43] and RIFE [26]. We also show-
case the performance of applying VQ-GAN [16] to all video
frames, serving as an upper bound for our method.

As in Tab. 2, our method significantly outperforms VFI
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methods on all evaluation metrics, with the benefit of the
structure guidance from the intermediate frames. Further-
more, Fig. 6 shows qualitative comparison between FILM
[43] and MaskINT. Even when confronted with significant
motion between two frames, our method successfully re-
constructs the original video, maintaining consistent mo-
tion through the aid of structural guidance. In contrast,
FILM introduces undesirable artifacts, including disorted
background, duplicated cat hands, and the absence of a
camel’s head, etc. The major reason is that current VFI
models mainly focus on generating slow-motion effects and
enhancing frame rate, making them less effective in han-
dling frames with complex motions, which usually requires
a better semantic understanding. Besides, the absence of
structural guidance poses a challenge for them in accurately
aligning generated videos with the original motion.

FILM

MaskINT

Ground
Truth

MaskINT

Ground
Truth

Figure 6. Qualitative comparisons on video reconstruction with
original RGB frames. Frames with red bounding box are given.

Method DAVIS ShutterStock
PSNRT SSIM1 LPIPS| | PSNRT SSIM? LPIPS|
RIFE [26] 17.31 05195 0.2512 | 2044 0.7210 0.1533
FILM [43] 17.00 05011  0.2363 | 20.90 0.7453  0.1246
Ours 22.15  0.6332  0.1483 | 24.19 0.7616 0.1097

VQGAN (ground truth) | 25.66 ~ 0.7429  0.0784 | 27.81  0.8327 0.0561

Table 2. Quantitative comparisons on video frame interpolation
with original keyframes.

Number of of keyframes Although our model is trained
with frame interpolation by default, MaskINT can seam-
lessly generalize to an arbitrary number of keyframes with-
out finetuning. We assess the impact of varying the quan-
tity of keyframes on the generation performance. As shown
in the left part of Table 3, with an increase in the number

of keyframes, the model exhibits an improvement in per-
formance. Generally, with more information, performing
frame interpolation is easier. However, simultaneously edit-
ing more frames requires longer time due to the global at-
tention among them.

Decoding steps We also explore the number of decoding
steps K for the masked generative transformers in the sec-
ond stage. The right part of Tab. 3 shows that more de-
coding steps can bring slight improvement on the temporal
consistency, but requires more time. Considering the trade-
off between performance and efficiency, we chose K = 32
steps by default in all experiments.

#keyframes‘ T.C. ‘ PC. ‘Time

1 0.9690 | 0.2984 | 19s
0.9714 | 0.3038 | 22s
0.9721 | 0.3051 | 26s
0.9728 | 0.3069 | 29s
0.9737 | 0.3035 | 35s

#decoding step I&" T.C. ‘ P.C. ‘Timc

16 0.9691 | 0.3038 | 15s
0.9714 | 0.3038 | 22s
0.9719 | 0.3040 | 33s
0.9720 | 0.3041 | 62s

[T

Table 3. Ablation study on the number of keyframes and the num-
ber of decoding steps K. “T.C.” stands for “temporal consistency”
and “P.C.” stands for “prompt consistency”.

6. Limitation and Future Work

One limitation of MaskINT is that it can only perform
structure-preserving video editing, such as altering style or
appearance. Thus, it cannot handle edits that require struc-
tural changes, for example, change a dog to a horse, a lim-
itation shared with TokenFlow [19]. It also requires that
no new objects should appear in the intermediate frames.
Besides, the performance of MaskINT highly relies on the
tedious image-editing model and structure detector. When
these models fail, the structure-aware interpolation becomes
meaningless, resulting in artifacts. In the future, given that
our approach disentangles video editing into two distinct
stages, we intend to explore the integration of token-based
methods, like Muse [1 1], for image editing. This endeavor
aims to further enhance the efficiency of the initial stage.

7. Conclusion

We propose MaskINT towards consistent and efficient
video editing with prompt. MaskINT disentangles this task
into keyframes joint editing with T2I model and structure-
aware frame interpolation with non-autoregressive masked
transformers. Experimental results demonstrate that Mask-
INT achieves comparable performance with pure diffusion-
based methods while significantly accelerate the inference
up to 7x. We believe our work demonstrates the substan-
tial promise of non-autoregressive generative transformers
within the realm of video editing.
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