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Abstract

Aligned text-image encoders such as CLIP have become
the de-facto model for vision-language tasks. Further-
more, modality-specific encoders achieve impressive per-
formances in their respective domains. This raises a cen-
tral question: does an alignment exist between uni-modal
vision and language encoders since they fundamentally rep-
resent the same physical world? Analyzing the latent spaces
structure of vision and language models on image-caption
benchmarks using the Centered Kernel Alignment (CKA),
we find that the representation spaces of unaligned and
aligned encoders are semantically similar. In the absence of
statistical similarity in aligned encoders like CLIP, we show
that a possible matching of unaligned encoders exists with-
out any training. We frame this as a seeded graph-matching
problem exploiting the semantic similarity between graphs
and propose two methods - a Fast Quadratic Assignment
Problem optimization, and a novel localized CKA metric-
based matching/retrieval. We demonstrate the effectiveness
of this on several downstream tasks including cross-lingual,
cross-domain caption matching and image classification.
Code available at github.com/mayug/0-shot-llm-vision.

1. Introduction

The recent success of deep learning on vision-language
tasks mainly relies on jointly trained language and im-
age encoders following the success of CLIP and ALIGN
[20, 40]. The standard procedure for training these models
aims at aligning text and image representation using a con-
trastive loss that maximizes the similarity between image-
text pairs while pushing negative captions away [10, 19, 36].
This achieves a statistical similarity across the two latent
spaces, which is key to retrieving the closest cross-modal
representations using cosine similarity. This property is not
valid for unaligned encoders, hence, extra transformations
are needed to bridge the gap. These transformations can be
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Figure 1. For matching, we calculate the kernels for image and
text embeddings and employ QAP-based seeded matching to max-
imize CKA for obtaining the optimal permutation P. For retrieval,
we append query embeddings to base embeddings and retrieve the
best caption that maximizes the local CKA for a query image.

training a mapping network that captures the prior distribu-
tion over the text and image representations [31, 34, 35].
The work of [31] has shown that it is possible to train a
linear mapping from the output embeddings of vision en-
coders to the input embeddings of language models and
exhibit impressive performance on image captioning and
VQA tasks. This indicates that the representations between
the unaligned uni-modal vision and language encoders are
sufficiently high level and differ only by a linear transfor-
mation. However, this linear layer is trained on CC-3M [9]
consisting of three million image-caption pairs.

Is this training step necessary? In an ideal scenario,
we anticipate an alignment between vision and language
encoders as they inherently capture representations of the
same physical world. To this end, we employ Centered
Kernel Alignment (CKA) [12, 22, 42], which is known
for measuring representation similarity both within and be-
tween networks. As shown in Figure 2, we measure the
CKA between a variety of unaligned vision and language
encoders [8, 16, 28, 37, 47], on the image-caption pairs of
the COCO [27] dataset and observe that some have com-
parable scores to that of aligned encoders like CLIP [40],
affirmative of semantic similarities.

We then ask the question: If the unaligned image and text
encoders are semantically similar, is there a way to connect
them in a zero-shot manner? Do they build a similar rep-
resentation graph over the same information coming from
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the two modalities? We study these questions, revealing
key similarities between unaligned image and text encoders,
and how these similarities can be exploited for downstream
tasks. Furthermore, we devise a caption matching down-
stream task and show using two novel methods that latent
space communication between unaligned encoders could be
achieved by leveraging the semantic similarities between
the cross-modal spaces. Our contributions are:

* We present a matching method that seeks to find the per-
mutation of the captions that maximizes the CKA (see
Fig. 1). Hence, We formulate maximizing CKA as a
quadratic assignment problem and introduce transforma-
tions and normalizations that greatly improve the match-
ing performance.

* We propose a local CKA metric and use it to perform re-
trieval between two unaligned embedding spaces, demon-
strating superior performance with that of relative repre-
sentations [34] on the COCO caption image retrieval.

e The method is benchmarked on COCO, NoCaps [2]
cross-domain caption and image retrieval as well
ImageNet-100 [15] classification tasks despite our
method not being optimized to align the representation in
any manner demonstrating zero-shot communication be-
tween the encoder’s latent spaces.

* Finally, we show a practical application of our method on
cross-lingual image retrieval by making use of sentence
transformers trained in various languages and a CLIP vi-
sion encoder trained only in English.

2. Related Work

Recently, there has been an increasing consensus that good
networks, when trained independently, learn general rep-
resentations across different architectures and tasks. On
the one hand, the works of [6, 22, 26, 33] show that these
networks exhibit representation similarity by learning sim-
ilar latent spaces when trained on similar tasks and data
[3, 5, 11, 24, 32, 44, 46]. Specifically, [22] introduced
centered kernel alignment (CKA) as a similarity metric for
comparing the inner representations across networks. The
CKA measure mitigates the limitation of canonical correla-
tion analysis (CCA) [41] being invariant to an invertible lin-
ear transformation that often leads to difficulty in measur-
ing meaningful similarities between representations. [48]
uses CKA for comparing the representations from differ-
ent layers of different language models and the effect of
downstream task-finetuning on the representation similar-
ities, while [6] utilizes CKA along with Procrustes similar-
ity for understanding the ability of variational autoencoders
(VAEs) [21] in learning disentangled representations. In
general, these approaches study the representation similar-
ity in unimodal models, either vision or language. Clearly,
however, the use of CKA has been limited to visualization
and analysis purposes, whereas we attempt at exploiting

CKA as an optimization objective.

Recent works [34, 35] employ relative representations
to match embeddings of unaligned encoders using the co-
sine similarity to a set of anchors. However, these rel-
ative representations are sensitive to the selection of an-
chors and noise in the original embeddings. Similarly, ap-
proaches [4, 14] analyze networks and empirically verify
the “good networks learn similar representations” hypothe-
sis by utilizing model stitching [24], which introduces train-
able stitching layers to enable swapping parts of different
networks. LiMBeR [31] can be seen as stitching the out-
put of an image encoder to the input of a language model in
the form of soft prompts [25]. However, these approaches
involve training of stitching layers for evaluating the repre-
sentation similarity between two models.

In this work, we argue that using an explicit similarity
measure as done in [34, 35] is sensitive to the selection of
anchors and noise in the original embeddings. One design
choice is an implicit measure that captures the similarity of
similarities, hence, inducing more robustness to the align-
ment process. Furthermore, we explore how this similar-
ity can be leveraged for downstream cross-modal tasks in a
training-free manner with the aid of CKA and a set of paral-
lel anchors in the image and text latent embedding spaces.

3. Preliminaries

Centered Kernel Alignment (CKA) has shown its relevance
in understanding and comparing the information encoded
by different layers of a neural network [22]. Formally, CKA
relies on two sets of data X € RP*N and Y € RN
through their corresponding kernels K = k(XT,X) ¢
RN*N and L = 4(YT,Y) € RV*N where k, £ are some
kernel functions applied on the columns of X and Y respec-
tively (e.g., linear or RBF kernels). Therefore, the CKA is
computed in terms of K and L as:

CKA(K,L) = HSIC(K, L) (1
’ V/HSIC(K, K) HSIC(L, L)’

where HSIC(-, ) is the Hilbert-Schmidt Independence Cri-
terion [18, 30] defined as:

HSIC(K, L) = 5 tr (KCLC), )

(N -1)

with C = I — $117 the centring matrix. We refer the
reader to [22] for broader properties and studies of the CKA
metric on neural network representations.

4. Proposed Method

Consider a set of N image-caption pairs, S =
{(zi,c;)}Y,, where ; € X and c; € C represent the i-
th image and its corresponding caption, respectively. In this
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Table 1. CKA reduces with shuffling. We measure the CKA
score between DINOv2 [37] and All-Roberta-large-v1 [28] on the
5k COCO [27] image-caption representations pairs of the valset.
The exact ordering yields the best score, whereas randomly shuf-
fling the representations reduces the CKA score.

Shuffling (%) 0 20 40 60 80 100

CKA Score  0.72 046 0.27 0.13 0.04 0.01

particular example, we are performing caption-to-image re-
trieval, but it is applicable for the reverse as well. Let
f: X = R%andg : C — R% denote some vision and
language encoders respectively. The image-caption pairs
are mapped into their corresponding sets of representations
Z = [z1,...,2n] € RN and H = [hq,...,hy] €
R%*N where z; = f(x;) and h; = g(c;).

As shown in Table 1, the maximum CKA score is ob-
tained on the ground-truth ordering of the representations
CKAnx = CKA(Kz,Kgq), where Kz and Ky are the
kernels for the image and text representations, defined re-
spectively as Kz = k(Z",Z) and Ky = k(H",H). We
find that the CKA is sensitive to the data ordering. Specifi-
cally, we shuffle x% of data to obtain wrong matches while
keeping the remaining 100-x% aligned, measure the CKA
on each new data set, and observe that it monotonically de-
creases with random shuffling. This motivates our method-
ology for finding an optimal permutation of the image data
that maximizes the CKA.

Formally, let o0 be some permutation of the set
{1,---,N} and denote 0(Z) = [z,01), ", Zo(N)] €
R% %N the set of permuted image representations by o. If &
is not identity, it disrupts the original ordering of the image
representations leading to a lower CKA score as shown in
Table 1. Therefore, our goal is to find a permutation o* that
maximizes the CKA. Formally:

o* = arg max CKA(K, (z), Kn). 3)
The solution to this problem seeks to realign the permuted
set of images in a way that maximizes the CKA, poten-
tially recovering the ground-truth pairing between images
and their corresponding captions.

To solve the aforementioned optimization problem, we
explore two main approaches (visualized in Fig. 1): the
Quadratic Assignment Problem (QAP) algorithm and Lo-
cal CKA-based retrieval and matching. The QAP algorithm
provides a global matching solution, seeking the optimal
permutation across the query set considered. On the other
hand, Local CKA-based retrieval and matching focuses on
aligning images and captions using a localized metric, fa-
cilitating retrieval on a more granular level. This approach
is more suitable where a single query image is given for a
set of captions or vice versa.

4.1. QAP Matching

For some random permutation o, the optimization problem
in Equation 3 can be reformulated as a quadratic optimiza-
tion problem [45] which reads as:

FI'I’GI%}I(V tr (P KU(Z)PKH) (4)

where Py is the set of all permutation matrices of size N
and K = HSIC(K,K)~ 2 KC stands for the centered and
re-scaled kernel. In principle, maximizing the above objec-
tive is a relaxation of a graph-matching problem. Moreover,
finding a global maximum of Equation 4 is NP-hard due to
the combinatorial nature of the problem and therefore opti-
mizing it can lead to sub-optimal or approximate solutions.
To overcome the NP-hardness of QAP, in practice,
we suppose that we have access to a base set B =
{(2b,h?)}M | of image-caption representations pairs and
solve an equlvalent objective to Equation 4 only partially
on some unmatched query set @ = {z/}¥, x {h!}N,
using a seeded version of the fast QAP algorithm [17]. For-

mally, let Z = [20,---, 28,20, .-, 28] € ROX(MEN)
and H = [hb,--- Y, kY- h%] € REX(MEN) pe

the matrix concatenating all base and query representa-
tions of images and captions respectively, and denote by
Kz, Ky € RMEN)X(M+N) the corresponding centered
and re-scaled kernels. The partial matching for aligning the
query samples is then performed by solving the following:

max tr ((Ins @ P) Kz(Iy ® P)Kg), (5)
PcPn

where Ij; @ P € RM+N)X(M+N) gands for the block-
diagonal matrix having diagonal blocks I,; and P.

4.2. Local CKA based Retrieval and Matching

The concept of a global CKA metric is extended to derive
local similarity measures suitable for retrieval. This pro-
cess begins with a base set B = {(2?, h?)} M, consisting of
aligned pairs of images and captions representations. The
objective is to facilitate caption-image retrieval/matching
within an unaligned query set @ = {2/}, x {hI}}V

A local CKA score, denoted as 10calCKA(zq hq) for a
couple (2%, h?) € Q is calculated by computing a global
CKA score for the image-caption pairs in 5, augmented
with the query pair (29, h?). The local CKA is computed
as follows:

localCKA (29, h?) = CKA(K|z 24, Kt pa)),  (6)
where [M, v] denotes the concatenation of the matrix M
and the vector v column-wise and Z = [2},---,28%,] €
ROXM and H = [hY,--- hb,] € R%2*M In essence, a
correctly matched image-caption pair in Q would exhibit a

higher degree of alignment with the base set B in terms of
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the CKA score, resulting in an elevated local CKA score.
This metric can be used to calculate a score between one
source query and N target queries enabling effective re-
trieval. Furthermore, this framework allows for the use of
linear sum assignment [23] for matching tasks.

4.3. Stretching and Clustering

The choice of base samples and the spread of the represen-
tations in each embedding space affect the performance of
the QAP and Local CKA algorithms. To spread the repre-
sentations out in each domain for matching, we introduce
a stretching matrix that normalizes the features of each di-
mension by the variance calculated from the query and base
sets. Given X = [z1, -+ ,x4] € R¥N, the stretched
matrix X, is computed as X; = SX, where the stretching
matrix S € R9*? is a diagonal matrix with inverse empir-
ical standard deviation of the feature dimension as entries,

) and z; € RY is the

. o . 1 1
i.e.,, S = diag (Std(ml),... e en

it" row of X. This stretching operation is performed for
both the image and text before calculating the kernels for
both QAP and local CKA matching algorithms. For pick-
ing the most effective base samples, we find that the simple
k-means clustering on the image embeddings works best.
An ablation on how these affect the QAP and local CKA
matching and retrieval accuracies is provided in Sec 7.

5. Experiments

We assess the performance of the proposed method using
various vision and language encoders on a set of down-
stream tasks. We first detail the encoders, datasets, down-
stream tasks, and the baselines used.

5.1. Vision and Language Encoders

The experimental setup covers vision encoders of differ-
ent architectures, such as ViTs [16] and ConvNeXt [29],
trained in various ways: supervised, language-supervised,
and self-supervised, across different training data regimes.
For the language encoder, an encoder capable of produc-
ing a global embedding for a caption is essential. This in-
cludes encoders of multiple architectures varying in size,
languages, and training data sizes. The Huggingface’s
sentence-transformers [43] library is utilized, where each
sentence transformer is first pre-trained on the masked lan-
guage modeling task using a large text corpus, followed by
a finetuning stage on a sentence pairs dataset with a con-
trastive loss. It’s not straightforward to acquire a global
sentence embedding from decoder-only models like GPT
models [7, 39], hence we did not study the semantic align-
ment of these class of models to vision encoders.

The CKA and Matching Score (MS) of the various com-
binations of vision and language encoders are reported in
supplementary. The findings indicate that the All-Roberta-

large-v1 [28] demonstrates the best CKA/MS across all vi-
sion models, establishing it as the primary language encoder
for subsequent tasks, unless specified otherwise.

5.2. Baselines

Here, we briefly describe three baselines that we compare
our methods against for caption matching/retrieval, image
classification, and cross-lingual tasks.
Linear Regression: We propose a baseline that learns a lin-
ear transformation from the image embedding space to the
text using M aligned base examples and apply the transfor-
mation to the query image embeddings. Concretely, given
query image embeddings Z9 = [z, - - -, z%] € R® >N and
text embeddings H? = [h{,---  h%] € R¥*N and a set
of aligned base samples Z” = [z}, ,2%] € R4*M and
Hb = [RY,---  hb] € RE*M we first construct a linear
transformation between Z° and H® by minimizing the MSE
loss as W = arg minyy [|[W T Z — H®||%.. Then we use W
to transform the query image embeddings Z9 to the text do-
main as HY = W7 Z%. Cosine similarity on HY and H?
can be used to perform caption retrieval.
Relative Representations [34]: enable latent space com-
munication between unaligned encoders by representing
each query point relative to an aligned base set. Concretely,
let /5-normalized embeddings for image and text queries be
79 = [29,... 2%] € R%*N and H = [hY,--- ,h%] €
R%*N respectively. Utilizing a set of aligned base sample
{9-normalized embeddings Z° = [2%,--- , 28%,] € RO*M
and H® = [}, --- hY,] € R¥E*M  we can construct
relative image and text query representations as Z!, =
(Z°)"Z% and H! , = (H®) "HY. Relative representations
are a single vector of dimension M for each query specify-
ing the cosine similarity of a query sample with all the base
samples. Now we can use the cosine similarity on the rela-
tive representations to perform retrieval. Sec D in appendix
provides a further comparison with our method.
CLIP [40]: We also compare against CLIP which has been
contrastively trained to obtain a joint embedding space- as
an upper limit on performance for both retrieval and match-
ing tasks. We perform retrieval using cosine similarity

For all 3 methods, caption matching can be achieved by
constructing a cost matrix using cosine similarities and us-
ing linear sum assignment to find the permutation matrix.

5.3. Downstream Tasks

Caption Matching: Given N query images and their cor-
responding captions, a query set is constructed by shuffling
the captions. The task involves finding the correct permu-
tation over captions for perfect matching. In Retrieval, the
objective is, given one caption, to retrieve the correct image
from the overall set of IV images. The alignment between
unaligned vision and text encoders is investigated using our
methods on the COCO and NoCaps validation sets.
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Table 2. Caption matching and retrieval task performance comparison in cross-domain and in-domain settings. Base samples from
COCO are utilized for matching/retrieval tasks on queries from NoCaps (cross-domain) and COCO (in-domain). CLIP-V denotes the
vision encoder of CLIP [40]. We use the Large version of all vision encoders. Table A.5 shows the reverse setting.

. . NoCaps [2] COCO [27]

Method Vision Model Matching accuracy  Top-5 retrieval | Matching accuracy  Top-5 retrieval
Cosine Similarity* CLIP [40]

CLIP-V [40] 29.3 44.7 42.7 59.1
Linear regression ConvNeXt [47] 19.0 28.5 31.3 46.1

DINOV2 [37] 38.1 50.3 45.1 65.4
Relative CLIP-V [40] 61.3 37.6 61.6 41.3
representations [34] ConvNeXt [47] 25.5 17.8 38.6 34.1

: DINOvV2 [37] 46.0 46.4 47.7 52.3

CLIP-V [40] 67.3 - 72.3 -
Ours: QAP ConvNeXt [47] 46.7 - 66.1 -

DINOV2 [37] 57.7 - 66.0 -

CLIP-V [40] 65.1 60.5 71.9 69.9
Ours: Local CKA  ConvNeXt [47] 43.7 44 .4 64.8 65.5

DINOV2 [37] 58.7 61.8 64.3 70.5

The COCO dataset [27] comprises over 120,000 images
with multiple captions per image. It is used for testing uni-
modal representation quality via a caption-matching task,
utilizing a validation set of 5,000 image-caption pairs. The
NoCaps dataset [2] is designed for testing image captioning
models on unseen objects, with 166,100 captions for 15,100
images from OpenImages. Its validation set includes novel
concepts absent from COCO.

Cross-lingual Caption Matching/Retrieval: The task mir-
rors prior matching and retrieval but uses multilingual cap-
tions, say German. Given N images and shuffled German
captions, the objective is to match each image with the cor-
rect caption. In retrieval, the goal is to select the most fitting
German caption for a given query image from the set.

The XTD-10 dataset [1] enhances COCO2014 with
1,000 human-annotated multi-lingual captions in ten lan-
guages for cross-lingual image retrieval and tagging, serv-
ing as a zero-shot model benchmark.

ImageNet-100 Classification. The task setup is similar
to the conventional classification task with small differences
to account for the methods used. Given N query images and
their corresponding classes, image representations are ob-
tained by processing them through a vision encoder. In par-
allel, textual representations are generated in a multi-step
process. Initially, several text captions are derived from the
class-associated Wordnet synsets’ lemmas, definitions, and
hypernyms. These captions are then passed through the lan-
guage encoder and averaged to get the text representations.
The classification task is performed by retrieving the closest
text representations to each image representation using our
local CKA metric. We employ the ImageNet-100 dataset.
This dataset is a subset of the larger ImageNet dataset, fea-

turing only 100 classes. It includes 130,000 training images,
50,000 validation images, and 100 classes.

5.4. Results

Importance of Good Initialization: For all tasks, we make
use of a set of base samples of size S that is kept fixed at
320 samples. The size of the query set is analogously fixed
at 500 samples (see Sec ?? for more details). These base
samples are selected after clustering the image embeddings
and choosing one closest sample to each of the S cluster
centers. By aligning the initial samples with the diverse
cluster centers, we ensure sufficient coverage of the sample
space. This enhances the accuracy of the matching process,
as the initial alignment closely mirrors the inherent struc-
ture and variability within the data. In the case of linear
regression, uniform sampling is employed to select the base
samples. For relative representations [34], the same cluster-
ing methodology is applied to select base samples, ensuring
a fair and consistent comparison between all methods.

COCO and NoCaps Caption Matching: We present
the results of cross-domain and in-domain caption match-
ing/retrieval, as detailed in Table 2. We tested each
baseline against three different vision models, while em-
ploying a consistent language model—specifically, the all-
roberta-large-v1. The vision models utilized are OpenAl’s
CLIP ViT-L/14, the ConvNeXT-Base model (trained on the
ImageNet-22k dataset at a resolution of 224x224), and the
ViT-L/14 model trained using the DINOv2 method. It is im-
portant to note that the first row of the results table features
vision and language models both being OpenAI’s CLIP
ViT-L/14. To effectively analyze cross-domain capabili-
ties, our experiment design involved the use of the COCO
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validation set as the source of the base set and the No-
Caps validation set for querying. Additionally, in-domain
results are shown, when using COCO validation for both
base and queries. We uniformly sample the query set and
average the results over three different seeds. Although
CLIP’s cosine similarity metric emerges as the most ro-
bust due to the training paradigm inherent in CLIP models,
our methods demonstrate commendable performance with-
out necessitating any training. The DINOv2 model, trained
solely through self-supervision, demonstrates the formation
of semantic concepts independently of language supervi-
sion. This is evident in its remarkable top-5 retrieval scores
of 70.5% and 61.8% on COCO and NoCaps datasets when
coupled with an unaligned language encoder through our
Local Kernel CKA method. However, the best-performing
vision encoder is CLIP’s vision encoder which has been
trained using language supervision.

ImageNet-100 Classification: In Table 3, we detail the per-
formance of our methods on the ImageNet-100 classifica-
tion task. Mirroring our approach in cross-domain matching
and retrieval, we evaluated three different vision models for
each method. Notably, the first row of the table highlights
the performance using CLIP’s embedding cosine similarity.
The results are averaged over three different seeds for sam-
pling the query set. A significant observation from this ta-
ble is the comparatively narrower performance gap between
the CLIP’s cosine similarity and our methods, as well as the
baseline linear regression method, in contrast to the results
observed in cross-domain caption matching/retrieval tasks.

It is interesting that ConvNeXt encoder trained on Im-
ageNet has a classification topl accuracy improvement of
over 14% compared to CLIP and Dinov2 while on the cap-
tion matching task DinoV2 and CLIP perform much better.

Cross-lingual Caption Retrieval: The results of cross-
lingual caption matching/retrieval are presented in Table 4
for the 10 languages in the XTD-dataset. OpenAl CLIP’s
ViT-L vision encoder, trained on English image-caption
pairs, and a multilingual sentence transformer paraphrase-
multilingual-mpnet-base-v2 were utilized for this task. The
accuracy of CLIP’s cosine retrieval method exhibits a sig-
nificant drop when applied to languages other than English.
E.g., CLIP’s retrieval at 5 experiences a drop of 30 points
when switching from English to other Latin-alphabet lan-
guages (Spanish, French, German, and Italian). For non-
Latin alphabet languages such as Korean, Chinese, Turkish,
etc., CLIP’s performance decreases substantially, collaps-
ing to zero, primarily due to most words resulting in un-
known tokens. In contrast, the QAP and local CKA match-
ing methods demonstrate consistent performance across all
languages, including non-Latin languages, attributing to the
robustness of a multilingual sentence transformer trained
solely on text. On average, QAP surpasses CLIP by 12%
in the caption matching task and also outperforms other

Table 3. ImageNet-100 classification performance comparison.
We observe a narrow performance gap between the CLIP model
and our methods. CLIP-V denotes the vision encoder of CLIP.

Method Vision Model | Top1 Top5
Cosine Similarity*  CLIP
CLIP-V 76.1 93.0
Linear Regression ConvNeXt 845 954
DINOvV2 73.5 92.1
Relative CLIP-V 8.90 303
representations [34] ConvNeXt 7.20 15.7
DINOvV2 49.7 75.5
CLIP-V 68.7 91.2
Local CKA ConvNeXt 83.3 95.8
DINOvV2 67.7 88.3

baselines like relative representations and linear regression
methods. For retrieval at 5, the local CKA-based method
exceeds CLIP’s performance by over 17%.

It is possible to push the performance further by using
language-specific sentence encoders and we report these re-
sults for a few languages in Sec ?? of supplementary. This
is a practical application of our method as we can now turn
a well-trained English CLIP model’s vision encoder into a
CLIP model for any low-resource language if a text-only
Sentence Transformer trained on that language is available.

5.5. Matching complexity

In Table 5, we go over the time complexity and runtimes
of QAP matching and local CKA based retrieval in com-
parison to the other baselines for matching when number of
base samples and query samples are 320, 500 respectively.
For all time complexities, we assume number of base sam-
ples m to be of the order of the number of query samples
n. QAP uses the seeded version of the fast QAP algorithm
from the SciPy library, which has a worst time complexity
of O(n?) [17], while local CKA retrieval requires construct-
ing a graph over all the query image and text pairs, O(n?),
using local CKA, which is also O(n?) resulting in O(n*).
Relative involves the calculation of the relative representa-
tions for every query image and text pair, resulting in a time
complexity of O(n?), but it’s fast due to highly optimized
algorithms for matrix multiplications in PyTorch [38]. Lin-
ear has a time complexity of O(nd), where n is the number
of samples and d is the number of dimensions. It is to be
noted that QAP runs on the CPU, and a CUDA-optimized
version could bring the runtimes further down from 40 sec-
onds. An efficient implementation of Local Kernel CKA
is also possible, where the CKA of base samples is precal-
culated, and the graph is constructed in an additive manner,
which would bring down the time complexity to O(n?). For
both relative and linear matching, we make use of SciPy’s
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Table 4. Cross-Lingual caption matching and retrieval performance comparison. Using QAP and local CKA-based methods we are
able to do cross-lingual caption matching/retrieval using CLIP’s ViT-L vision encoder and a multi-lingual sentence transformer paraphrase-
multilingual-mpnet-base-v2. While CLIP performs well on the Latin languages, it degrades on non-Latin languages. In comparison, our
QAP and Local-CKA-based methods perform comparably in Latin languages while outperforming non-Latin languages, highlighting the
efficacy of our training-free transfer approach. See Table A.6 and Table A.7 in appendix for additional results.

Laneuage Kernel CKA Matching Accuracy Retrieval @ 5
guag CLIP Ours | CLIP Relative[34] Linear Ours (QAP) | CLIP Ours (Local)
de 0472 0.627 | 41.8 35.0 34.0 39.6 65.1 56.7
en 0.567 0.646 | 81.5 525 40.9 51.6 92.5 69.0
Latin es 0471 0.634 | 50.2 37.8 31.7 41.4 68.5 61.6
fr 0477 0.624 | 494 375 30.7 40.2 68.7 57.6
it 0472 0.638 | 41.0 37.2 34.9 38.5 61.3 59.7
jp 0337 0.598 | 132 28.3 235 30.5 30.0 49.4
ko 0.154 0.620 | 0.50 30.4 23.5 30.9 3.30 534
Non-Latin pl 0261 0.642 | 5.40 36.6 30.2 40.2 18.8 59.5
ru 0.077 0.632 | 0.80 31.9 30.7 35.1 4.10 53.2
tr 0.301 0.624 | 4.30 35.8 29.6 38.9 15.2 59.3
zh 0.133 0.641 | 2.70 36.5 31.1 40.3 8.90 57.8
Avg. - - 26.4 36.3 309 38.8 ‘ 39.6 579
Supervised Language Supervised + Swinv2 ® ResNet . a0M L] 300M o 18
Self Supervised n ConvNext 0 WIT . 30M CLIP-aligned
mageNet-1k  ImageNet-21k  LVD-142M CLIP-300M LAION-25 DFN2B DFNSB imageNet-1k  imageNet-21k  LVD-142M CLIP-400M LAION-26 DFN2B DFNSB

Training Set sorted by size

Training Set sorted by size

Figure 2. Kernel CKA and QAP Matching accuracy are correlated with the training set size and quality of the training set. Here
the language encoder is kept constant to the best BERT-sentence encoder (i.e.All-Roberta-large-v1). There is a clear correlation between
CKA and QAP Matching accuracy across all architectures, training paradigm and data regimes.

Table 5. Run times for different methods

Method ‘ QAP Local CKA Relative  Linear
Run times 40 seconds 5 mins 1 second 1 second
Complexity | O(n?) O(n*) O(n?) O(n x d)

modified Jonker-Volgenant algorithm [13] for linear sum

assignment, which has the worst time complexity of O(n?).

6. Analysis

This section focuses on how training paradigms, data
regimes, and encoder size/architecture influence a vision
encoder’s ability to represent the world similarly to a lan-
guage encoder. This is assessed by comparing the seman-
tic alignment of their representation spaces using CKA as
well as QAP matching accuracy. Figure 2 compares the ker-
nel CKA and caption matching accuracy of different vision
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encoders with a fixed text-encoder (i.e., All-Roberta-large-
v1), against the training datasets on which the vision en-
coder was trained for all pairs in the COCO captions vali-
dation set. The findings are summarized below:

Scale and quality of dataset results in encoders with high
semantic alignment with the language space: It is ob-
served that SSL methods like DINOv2 can learn semantic
concepts in a relative manner even without language super-
vision during training. The CKA and QAP matching accu-
racy for DINOv2 embeddings are comparable to CLIP mod-
els, despite lacking language supervision and having sig-
nificantly less data (LVD-142’s 142M vs Open-AI-CLIP’s
400M). A general trend emerges where more training data
leads to semantically richer visual embeddings, evident
when comparing CKA and QAP Accuracies from Ima-
geNetl1K to DFN-5B datasets. Notably, training on a cu-
rated dataset proves more effective than on an uncurated
dataset of the same size, especially for smaller models. This
is illustrated by the higher CKA and QAP accuracy of ViT-
Large trained on the curated DFN-2B dataset compared to
ViT-Large/Giant, and ConvNext-xxLarge trained on Laion
2B. Additionally, SSL. methods show less semantic con-
sistency when trained on ImageNet1K, as indicated by the
clear difference in QAP accuracies between DINO trained
on ImageNet1K and DINOv2 trained on LVD-142M.
Vision Encoders Trained with Language Supervision
Exhibit Greater Semantic Alignment with Language
Encoders: In line with the findings of Merullo et al.[31], it
is observed in our experiments that vision encoders trained
with more language supervision on datasets of comparable
size exhibit a higher degree of semantic alignment with lan-
guage encoders compared to self-supervised methods. For
example, ViT-Large trained on CLIP-400M with language
supervision demonstrates superior caption-matching capa-
bilities compared to DINOv2’s ViT-Large trained on LVD-
142M. Similarly, we verify that class label supervision, like
that from ImageNet, leads to more semantically aligned
image encoders when compared to self-supervision when
similarly sized models are compared on ImageNet-1k. For
example, all supervised encoders trained on ImageNet-1k
have higher CKA as well as QAP matching accuracy than
all the self-supervised models.

7. Ablations

This section rationalizes our method choices through abla-
tion studies on clustering, stretching, and the global CKA
metric. We demonstrate the impact of these components on
the performance of our methods, primarily through Table 6,
which delineates the effectiveness of the QAP and the lo-
cal CKA metric under various configurations. It shows the
performance metrics in scenarios where each main compo-
nent is either integrated or omitted. Notably, in instances
where the CKA metric is not used, we opt for normalized

Table 6. Impact of clustering and stretching. The matching and
retrieval performance is the best when both clustering and stretch-
ing are employed. Hence, justifying this choice.

QAP Local CKA Local CKA

Clustering ~ Stretching CKA

Matching ~ Matching  Retrieval @ 5
X X X 10.1 16.2 1.0
X X v 48.8 48.5 60.2
X v v 57.3 56.7 73.0
v X v 56.2 55.1 66.4
v v v 65.5 63.3 77.2

correlation matrices for each graph. The empirical results
presented are derived from the caption matching/retrieval
task, utilizing both base and query sets extracted from the
COCO validation set of size 320 and 500 respectively.
Choice of the metric: CKA is more beneficial than using
just the scaled correlation matrix to represent the semantic
relationships in an embedding space as matching accuracy
increases from 10.1% to 48.8%. The choice of a robust met-
ric is core to aligning vision and language latent spaces.
Impact of Stretching: It is clear that stretching facilitates
better alignment of embeddings in our methods as stretch-
ing spreads the representations out in each modality without
sacrificing the relative positions of the different embeddings
within each embedding space. This is reflected in the in-
crease of QAP accuracy from 48.8% to 57.3%.

Clustering vs. Uniform Sampling: The choice of the base
set is important in QAP matching and local CKA retrieval,
as it measures any query pair alignment with the base set.
A diverse base set is essential to capture a broad semantic
range, and clustering within one of the embedding spaces
aids in achieving this diversity. The third and fifth rows
of the table demonstrate that clustering enhances the QAP
performance from 57.3% to 65.5%. Consequently, these re-
sults highlight that all the components together significantly
enhance the efficacy of our proposed approach.

8. Conclusion

In this work, we ask the question, ‘Do vision encoders
and language encoders represent the world similarly?’ and
study this using CKA and a caption-matching task. We
find that well-trained vision encoders on sufficiently large
datasets exhibit surprisingly high semantic similarity with
language encoders comparable to aligned encoders, irre-
spective of the training paradigm. Inspired by this, we draw
parallels between CKA and the QAP matching objective
and use seeded graph matching to align vision and language
encoders by maximizing CKA. We also devise a local CKA-
based metric to enable retrieval between unaligned vision
and language encoders demonstrating a better performance
than that of relative representations on cross-domain and
cross-lingual caption matching/retrieval tasks, facilitating
zero-shot latent space communication between unaligned
encoders.
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